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Questions / Comments / Suggestions 

GENERAL 

Comment / Question 1: Add a "List of Acronyms". 

Comment / Question 2: Add line numbers to draft documents submitted for review. 

Comment / Question 3: Add a "List of Variables" at the beginning of the 
documentation. 

Comment / Question 4: Some figure captions are all upper case while other figure 
captions are mixed case. 

Comment / Question 5: Lack of consistency in terminology. Throughout text there 
is use of "groundwater", "ground water" and "ground-water", "saltwater" and "salt 
water", "freshwater" and "fresh water", "surface water" and "surface-water". 

Comment / Question 6: Grammatical errors should be corrected. Correct the many 
places where 'there' is erroneously used instead of 'their'.  Document would benefit from 
use of electronic editors and spell-checker. 

Comment / Question 7: The document would benefit from review by a technical 
editor.  The peer review team has made editorial comments in areas where the meaning is 
unclear or technically inaccurate, but they have not corrected all the typographical errors 
or restructered sentences.  Chapters 3 and 4 are particularly in need of such an edit. 

Response 7: Yes, these editorial comments (from Questions 1-7) will be 
incorporated into the final draft documentation. However, at this time, Model Application 
Section (MAS) does not have a budget for a technical editor for this project. 
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Comment / Question 8: Model Application Section (MAS) employed the modeling 
steps outlined by Anderson and Woessner (1992). Is the SFWMD aware that the ASTM 
has developed a number of standards that serve as guidelines for various aspects of 
groundwater modeling? In particular, D5609-94, Standard Guide for Defining Boundary 
Conditions in Ground-Water Flow Modeling, 2002; D5610-94, Standard Guide for 
Defining Initial Conditions in Ground-Water Flow Modeling, 2002; D5981-96, Standard 
Guide for Calibrating a Ground-Water Flow Model Application, 2002; D5490-93, 
Standard Guide for Comparing Ground-Water Flow Model Simulations to Site-Specific 
Information, 2002; D5611-94, Standard Guide for Conducting a Sensitivity Analysis for 
a Ground-Water Flow Model Application, 2002; and D5718-95, Standard Guide for 
Documenting a Ground-Water Flow Model Application, 2000 are relevant to the 
SFWMD groundwater modeling effort. If the SFWMD is aware of these standards, to 
what extent were they considered in developing the LECsR MODFLOW model? Does 
the SFWMD believe that following ASTM guidelines may enhance groundwater model 
acceptability by various stakeholders? 

Response 8: Response 8. The SFWMD did not possess all of the recommended 
literature from ASTM; the only standard guide that was consulted during model 
development was D5611-94, which references Anderson and Woessner (1992). The 
remaining standard guides were purchased on March 28, 2006 after receiving Question 8. 
After reviewing the standard guides (i.e., D5609-94, D5610-94, D5981-96, D5490-93, 
D5611-94, and D5718-95), the District believes that the modeling protocol set forth by 
Anderson and Woessner (1992) is defensible and very similar to that recommended in the 
ASTM standard guides. The SFWMD believes that using the ASTM guidelines together 
with the Anderson and Woessner’s protocol will enhance the model acceptability and 
appreciates the recommendation. 

Comment / Question 9: Explain how the model will be used to identify "data gaps" 
in aquifer characteristics, hydrogeologic, stratigraphic (in particular), and hydrologic 
parameters. 

Response 9: This modeling effort required extensive data collection. The model has 
been used to identify data gaps during the model design, calibration and sensitivity 
analysis. After assembling the data, MAS was able to identify areas where there were 
lacking data. For example, Water Supply Department funds projects to help fill some of 
the data gaps for modeling efforts. Each year, MAS and Hydrogeology Sections conduct 
geotechnical work (e.g., split-spoon drilling), which MAS incorporates into the model 
data base.  

Comment / Question 10: Are not the physical attributes (i.e., structure and geometry) 
of the SAS important along with the heterogeneities? 

Response 10:   Yes, these attributes are important and will be added to the sentence. 
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Comment / Question 11: There seems to be some confusion regarding whether this is 
a new model or a combination of the county-wide models.  This may be fed by 
statements such as "the subregional models were modified, updated, and combined into 
one model…". 
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Response 11: The LECsR Model is a new model. The sentence now reads, “In order 
to simulate the majority of the LEC Planning Region, the knowledge-base from the 
subregional models was updated with current data, the study area was expanded, the 
conceptual model was re-evaluated, and one, new model, the Lower East Coast 
subRegional Model (LECsR) was created. The previous, county-wide, subregional 
models were developed independently with different criteria (e.g., model design, source 
codes, and calibration periods).” 

Comment / Question 12: It may be useful to describe in the introduction how this 
model will be used to make predictions.  There may be some false expectations that it 
will be capable of predicting what will happen on a specific day, for example.  It may be 
wise to discuss up front. 

Response 12: The following paragraph was added (after paragraph 2 on page 6). 
“This model will be applied for both regional and basin-scale projects. This model will 
not predict what will happen on a specific day. Predictive applications from the 
subregional models, including LECsR, evaluate projects relatively – not absolutely. 
Predictive applications for the LECsR Model use the same long-term (i.e., 36 year), 
historical, climatic conditions in order to predict the hydrologic responses due to 
proposed, future stresses or changes to the system.”    

Comment / Question 13: SFWMD boundary not shown as bold line as indicated in 
legend. 

Response 13: This figure has been revised according to the above suggestion. 

CHAPTER 2  

Comment / Question 14: Explain why, as this is a new modeling effort, if it is 
recommended that grass be used as the reference crop for ET estimation and previous 
studies have used grass as the reference crop, this study applies the wet marsh crop just 
because it's been used in previous modeling efforts. 

Response 14: This study applies the wet marsh crop largely due to District modeling 
policy and to be consistent with the regional model. Consistency with the regional model 
is important when LECsR simulates future conditions and internal boundary conditions 
are derived from the SFWMM. Additionally, over the years, the District has invested in 
lysimeters in wet marsh areas. There is a lack of data (e.g., solar radiation) and calibrated 
parameters (e.g. surface and aerodynamic resistances) that could be used to compute the 
reference ET for grass. Currently, there is a statewide WMD-USGS effort to develop a 

5 



Chapter Number: Chapter Title  Document Title 

1 
2 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

13 
14 
15 
16 
17 
18 
19 
20 

21 
22 
23 
24 
25 
26 

27 
28 
29 

30 
31 

methodology to estimate potential and reference evapotranspiration. The completion date 
is 2007.  

Comment / Question 15: Was there any recognition and/or effort to differentiate 
between the quality of the estimates of hydraulic conductivity (K) based on the manner in 
which the estimate was derived? For example, K estimates from multi-well aquifer tests 
are likely more representative (at the spatial scale of this study) than, say, estimates 
derived from grain size analysis of core cuttings. Assuming all K estimates have the same 
level of representativeness may lead to a poorer model than using less, but more 
representative, data that are geostatistically distributed across the model domain. 

Response 15: There was not an effort to differentiate the between the quality of the 
estimates of hydraulic conductivity (K) based on the manner in which the estimate was 
derived. 

Comment / Question 16: The text states that a very detailed analysis of hydraulic 
conductivity (K) was performed on geologic control wells referring to a "complex 
process". What was this complex process? What were the analytical/testing procedures 
used? How was K determined for "each section of each geologic control well"? At the 
beginning of the paragraph a statement is made that there is a lack of APTs in Miami-
Dade and Broward counties. Yet, later in the same paragraph the statement is made that 
previous APTs and new APTs were part of the "complex process" used to estimate K in 
this part of the study area. This appears to be contradictory. 

Response 16: Fish and Fish and Stewart developed continuous hydrogeologic 
profiles from numerous cores in Dade and Broward Counties. The properties assigned to 
each foot of the core is a composite result of all the APTs, specific capacity tests, slug 
tests and laboratory analyses done in Broward and Dade Counties. Therefore, the reason 
the APTs weren’t included in Broward and Dade Counties is that they are already 
inherent in the geologic control well data. 

Comment / Question 17: What are the unclassified areas (white) east and southeast 
of Lake Okeechobee that are included in the model but not given any designation in the 
figure?  

Response 17: This figure has been revised according to the above suggestion. The 
white areas were labeled. 
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Comment / Question 18: The "Southern Slope" is shown inside the study area. 
However, pg. 11, para. 1 says it is not. 

Response 18: The wording, “the Southern Slope” was deleted from the sentence. 

Comment / Question 19: Explain what "annual variation is high" means. Is this from 
year to year, or within a year? 
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Response 19: In this paragraph, annual variation from year to year is high as shown 
in Figure 7. Also, annual variation within a year is high as shown in Figure 8. 
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Comment / Question 20: Can a map be provided that shows more detail of the 
average annual spatial distribution of precipitation rather than simply stating that 
precipitation is typically higher along the coast? 

Response 20: A figure from the Lower East Coast Water Supply Plan (SFWMD 
2000) shows the rainfall patterns. 
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Comment / Question 21: How are the data from the ET and precipitation stations 
distributed areally in the model?  Thiessen polygon? 
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Response 21: The data from the ET and precipitation stations are distributed by 
creating Thiessen polygons for each data set.  

Comment / Question 22: Last sentence in the paragraph is incomplete. 

Response 22: The sentence fragment has been deleted. 

Comment / Question 23: At this point in the documentation it is unclear whether or 
not the Peace River Formation (Hawthorn Group) is included in the model domain or 
forms the boundary of the model domain. Which is correct? If this is the base of the SAS, 
then is it included in the layer structure of the model? If this represents the boundary of 
the model (i.e., an aquiclude) then its physical properties that establish it as the boundary 
need to be discussed. 

Response 23: Chapter 2 discusses the conceptual model and describes the study area. 
The spatial discretization is not described until Chapter 3 (page 91) where the bottom of 
model domain is defined as the top of the Hawthorn Group. The Hawthorn Group is not 
part of the model domain because it is non-water-yielding in the study area. 

Comment / Question 24: Why isn't the Water Table Aquifer shown in Figure 24? 

Response 24: The figure was revised. As explained in the Florida Geological Survey, 
Special Publication 28, Hydrogeological Units of Florida – the term Surficial Aquifer 
System replaced the term Water Table Aquifer. 

Comment / Question 25: This paragraph indicates there are many locations for which 
aquifer parameters were developed, other than those shown in Figure 28.  Please mark 
these other locations on the figure.  This helps the reviewer know where hard data exists 
and where it is lacking. 

Response 25: This comment will be seriously considered. 

Comment / Question 26: What is it about geologic control wells that facilitated a 
continuous profile of K from ground surface to the base of the SAS? How was this 
analysis performed? There needs to be more technical detail presented on the 
development of the various K fields as this is a critical parameter in model performance. 

Response 26: We will present more technical detail about this study rather than just 
citing the authors. 

Comment / Question 27: What Kh:Kv ratio is used (10:1 or 100:1)? Is this 
anisotropy ratio used throughout the model domain or does it vary spatially (regionally)? 
Is the same ratio used between all layers? 
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Response 27: The Kh:Kv ratio used in the model is 20:1 and is used throughout the 
model domain. The same ratio is used between all layers. In Chapter 2, the vertical 
anisotropy ratio is given for previous studies. In Chapter 3 (on page 105), the ratio is 
given for the model, since this is the chapter that discusses model design.  
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Comment / Question 28: What mathematical interpolation scheme was used to 
develop the continuous hydraulic conductivity fields shown in Figures 29 through 36? 
The "bulls eyes" in many of the figures (especially Figures 29 and 36) are typically 
artifacts of the scheme of interpolation of discrete data points. This is especially true if an 
"inverse distance weighted" approach was used to contour the K data. Were several 
approaches tried to determine what method would produce the most realistic K fields? 
Was geostatistics used to create the spatial distributions shown in these figures? 

Response 28: Inverse Distance Weighting and Kriging were compared.  Kriging 
allowed the values to shift to extreme unrealistic values – giving negative K values for 
layers 2 and 3.  IDW keeps the values in correct range.   We did not use geostatistics on 
the spatial distribution shown.  

Comment / Question 29: Figures 36 and 37 are inconsistent with Table 4.  For 
example, Table 4 lists ag as 1034 mgd, which is about 32% of total use, whereas Figure 
36 shows it at 4%, Public water supply is 1097 mgd, which is 34%, while Figure 36 
shows it at 53%.  Similarly, Table 4 shows Broward County at 539 mgd or 17%, but 
Figure 37 shows it at 2%.  Which is correct?  Is there any real doubt about these 
numbers? 

Response 29: The pie charts have been corrected. 
 
Table 4: Permitted Water Use in South Florida, Expressed in Million Gallons Per Day 
(MGD). 

Broward Miami 
Dade

Palm 
Beach

Martin Totals

Agriculture 23.8 36.8 761.8 211.8 1034.2
Dewatering 76.4 76.4 274.5 18.4 426.5
Diversion 96.2 0 189.6 0 285.8
Golf Course 18.6 10.3 48.1 8.7 85.7
Industrial 4.3 99.6 32.2 8 144.1
Landscaping and Nursery 37.2 18 47.1 8.4 110.7

Public Water Supply 282.8 497.2 290.7 27.2 1097.9
Totals 539.3 719.1 1644 282.5 3184.926 
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Figure 1.  Water Use by Class in 2004. 
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Figure 2.  Water Use by County in 2004. 
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Comment / Question 30: It would be good to clarify how small the largest industrial 
water use is. Figure 37 on page 66, says industrial use is 1%. One therefore concludes 
that limestone mining requires less than 1% of total water use. However, is it possible 
that the water used for limestone mining is actually displayed in Figure 37 under the topic 
of Dewatering?  If so, paragraph 3 on page 65 should be corrected. 
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Response 30: The pie charts were corrected. The correct industrial use is 4.52%.  
Dewatering is not included in industrial use.  

Comment / Question 31: Please clarify for each county and water use class, the 
proportions coming from groundwater versus surface water. 

Response 31: The Water Use figures show combined groundwater and surface water 
use. 

Comment / Question 32: Please clarify whether the ‘Dewatering’ component 
includes dewatering to allow limestone mining?   

Response 32: Dewatering is not included in the industrial use by the limestone 
mines. 

Comment / Question 33: Caption refers to Rainfall and Temp stations, legend calls 
out Rain and ET stations.   

Response 33: The figure was corrected to reflect that temperature values were used 
to generate ET. Temperature data was the only climatological variable needed for the 
Simple Method.  
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Comment / Question 34: There are two separate and different Figure 7s.  

Response 34: This was caused by an error in numbering of figures. The figure 
numbers have been corrected. 

Comment / Question 35: The "Mean = 5 in." line is drawn on the graph at about 
4.6". 

Response 35: The figure has been corrected. 
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Figure: Average Annual Rainfall (in) from 1965 -2000 by Month. 

Comment / Question 36: The "Mean = 57 in." line is drawn on the graph at about 
56.5". 

Response 36: The figure has been corrected. 
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Figure : Average Annual Rainfall (in) from 1965 -2000. 

Comment / Question 37: The "Mean = 5 in." line is drawn on the graph at about 
4.75". 
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Figure:  Average Annual Evapotranspiration (in) for Wet Marsh from 1965 -2000. 

Response 37: The figure has been corrected. 

Comment / Question 38: Table 2 land area percentages sum to 101%. 

Response 38: The percentages have been corrected by adding one decimal place to 
the percent of land use. 

Table 1.  Percent of Total Area by Land Use Types in the Study Area. 

Land Use Type Acres Percent 
Wetlands 1608136 48.9 

Water 68897 2.1 
Urban and Built Up 618578 18.8 

Transportation and Communications 82296 2.5 
Barren Land 22132 0.7 
Sugar Cane 429486 13.1 

Agriculture Crops 91811 2.8 
Other Agriculture 96416 2.9 
Improved Pasture 38225 1.2 

Unimproved Pasture 22718 0.7 
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Upland Non-Forested 8475 0.3 
Upland Forest 198490 6.0 

Comment / Question 39: Please provide examples of secondary canals being used to 
maintain quantity and quality of runoff at predevelopment levels. Unless this only refers 
to storm runoff events, it would seem to be difficult to achieve those quantities and 
qualities. 
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Response 39: Some examples of secondary canals (e.g., Lake Worth Drainage 
District canals) will be provided. The purpose of this statement is to define secondary 
canals. The LECsR Model is not a water quality model. 

Comment / Question 40: Provide a color legend. One cannot now distinguish 
between Primary, Secondary, and Tertiary canals. Numbering the different canal systems 
as they are used in the model should also be provided somewhere in a figure in the report. 

Response 40: A legend for Figure 12 is provided below. The purpose of this figure is 
to show the great spatial variation in control levels over the study area. The different 
colors in the figure do not differentiate primary, secondary, or tertiary canals from one 
another; the colors represent various control levels. In Chapter 3, Figures 63 to 67 show 
the canal systems as modeled in the River Package (Rivers, Streams), Drain Package 
(Drains), Diversion and Wetland Packages (Flows). The Culverts are not modeled and 
Figures 63 to 67 will be modified and the culverts will be removed. 
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Comment / Question 41: Please indicate whether these Canals are Primary, 
Secondary or Tertiary in the figure title or by using different colors. 

Response 41: Please refer to Response 40. 

Comment / Question 42: The Hawthorn Group may have an extremely low 
permeability, but it is not "impermeable". 

Response 42: In the study area, the Hawthorn Group is non-water-yielding. In areas 
outside the study area, the Hawthorn Group becomes water-yielding and is called the 
Intermediate Aquifer System.   

Comment / Question 43: If the Gray limestone aquifer is confined anywhere, rather 
than semiconfined, please show it  

Response 43: The Gray Limestone aquifer is not confined anywhere in the study 
area. 

Comment / Question 44: Here and other places, please correct the figure numbers 
being referred to. 

Response 44: The figure numbers have been corrected. 
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Comment / Question 45: There is no common vertical scale to facilitate comparison 
of the cross-sections. For example, Figure 19 vertical scale is +90' to -182' while Figure 
20 vertical scale is +105' to -300'. 

1 
2 
3 

4 
5 

Response 45: New figures have been created by applying a common vertical scale 
and will be added to the documentation. 
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Comment / Question 46: Some important APT tests are obscured by other symbols 
in southern Dade County. 

Response 46: We will try adjusting or re-scaling the symbols on the map, but we 
may need to create another map and zoom into southern Dade County. 

Comment / Question 47: Need to specify units of T in this equation. 

Response 47: Units of T are ft2/day. Units of Q were changed to ft3/day. 
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Comment / Question 48: The referenced Figure 26 is labeled Fig 36 on page 64. 1 

2 

3 
4 

5 

6 

Response 48: The figure numbering will be corrected. 

Comment / Question 49: Table formatting errors. Footnote or reference "a" at the 
bottom of the table is not referenced anywhere in the table. 

Response 49: The table has been updated. 

Table3.  Minimum Canal Operational Levels (ft NGVD) for the Biscayne Aquifer. 

Canal/Structure 

Wet 
Season 
Control 
Level 

Average 
Canal 
Level      

Drought 
Manage

ment 
Control 
Level 

Minimum 
Canal 

Operational 
Levels to 

Avoid 
Violationa

C-51/S-155 8.50 8.12 7.80 7.80 
C-16/S-41 8.20 8.23 7.80 7.80 
C-15/S-40 8.20 8.39 7.80 7.80 

Hillsboro/G-56 7.70 7.43 6.75 6.75 
C-14/S-37 7.20 6.82 6.50 6.50 
C-13/S-36 5.60 4.43 4.00b 3.80 
NNR/G-54 4.00 3.68 3.50 3.50 
C-9/S-29 3.00 2.16 1.80 2.00 
C-6/S-26 4.40 2.55 2.50b 2.00 

C-4/S-25B 4.40 2.55 2.50b 2.20 
C-2/S-22 3.50 2.86 2.50b 2.20 

7 
8 
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11 
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13 

14 

15 

16 
17 

18 

19 
20 

1. a. Minimum Canal Operational Levels needed to protect against MFL 
violations during drought conditions. Water levels within the above 
canals may fall below the proposed minimum canal level for a period 
of no more than 180 days per year. 

2. b. These levels will be maintained if sufficient water is available. 

Comment / Question 50: Table is incorrectly formatted. Some data cannot be read. 

Response 50: The table has been corrected. Please see Response 49. 

Comment / Question 51: Figures 38 through 41 are not referenced in the text. 

Response 51: References to these figures will be added. 

Comment / Question 52: This figure could be enhanced by including the proportions 
of groundwater versus surface water use of each county. 

Response 52: This comment will be seriously considered. 

Comment / Question 53: Figure 39 appears to have 2 captions (one for Figure 39 and 
one for Figure 40). 
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Response 53: The figure will be corrected. 1 

2 

3 
4 
5 
6 
7 

8 
9 

10 
11 
12 
13 

14 

CHAPTER 3 

Comment / Question 54: Are all layer one cells enabled in the Wetland Package? 
There are variables in Figure 43 that are not explained in the text (e.g., hz, hb, zk, etc.). 
How was the WTL Package validated? How sensitive is it to the selection of a and b? Are 
a and b calibration parameters?  What do alpha and Beta refer to?  How were they 
selected?  How are they distributed? 

Response 54: This section, Add-on Packages describes the computer code. The 
model design for the Wetland Package is discussed in the second part of Chapter 3 and 
shown in Figure 62. No, not all of the cells in layer one are enabled in the Wetland 
Package, but they could be.  The Wetland Package defines the active model cells that will 
be simulated as wetlands (ibnd_wtl) just as the active groundwater cells are defined in the 
Basic Package.  The user must select the areas considered as wetlands.  

Explanations of the variables are provided for the following figure. 

  15 

16 
17 
18 
19 
20 
21 

H is the water table elevation in layer one (level 1) when there is ponded water in all 
wetland cells. The level 2 water table elevation illustrates a drier hydropattern when the 
water table falls below land surface in some of the wetland cells, but remains ponded in 
other wetland cells. Hz is the bottom elevation of layer one. Hb is the top elevation of the 
muck or peat. ∆Zk is the saturated thickness of layer one, including the ponded water. 
∆Zk-1 is the thickness of layer 2 – layer underlying the wetlands. 
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The Wetland Package was evaluated by comparing a solution of the diffusion equation 
from MODFLOW with a solution of the diffusion equation from the IMSL Fortan 
Library (Restrepo et al. 1998). The test-case example has an axisymmetric solution when 
the system has a sinusoidal water surface profile and a flat bottom. Initial conditions were 
provided by a bell-shaped mound. The numerical solution in MODFLOW matched 
closely with the solution generated by the IMSL which is highly verified. The Wetland 
Package has been applied to many wetland systems in the SFWMD for many projects. 
The Wetland Package has been used by the SFWMD for the past eight years with much 
success. 

The exponents, alpha (a) and beta (b) are defined in Chapter 3, pages 74-75. Alpha is the 
power of the gradient and beta is the power of the ponding depth. As discussed by 
Restrepo et al. (1998), the sensitivity of beta indicates that the overland flow wave 
propagates faster as the beta coefficient increases. In wetland systems the surface water 
gradient is small; therefore, the exponent, alpha is not very sensitive to changes and a 
value of 1.0 can be assumed (Restrepo et al. 1998). In the LECsR Model, the sensitivity 
of alpha was not tested due to the previous statement. The beta exponent was tested for 
sensitivity in the LECsR Model. Neither the alpha nor the beta are considered calibration 
parameters. The value for beta in the LECsR Model is 3. Kadlec (1990) recommends 
using a beta between 2 and 4. The sensitivity for LECsR applied the recommended 
Kadlec range of 2 and 4. A value of 4 started creating instabilities. A value of 2 resulted 
in the solution getting closer to darcian flow. The alpha and beta exponents were selected 
for the LECsR model based on the Kadlec recommended values, the sensitivity analysis 
of the exponents, and the SFWMD’s experience with the Kadlec equation in previous 
modeling efforts. The alpha and beta are specified as constant values (in time and space) 
in the Wetland Package. 

Comment / Question 55: How deep is the water in the wetlands generally?  How do 
head errors on the order of 1 ft affect the utility of this package?  Has this sensitivity been 
assessed? 

Response 55: Generally, the ponded water is 1 ft to 3 ft deep, but in some cases can 
be up to 6 ft deep in the wetlands, especially in wetland that were compartmentalized. 
The calibration graphics (Appendix A) show that in most cases the simulated surface 
water stages located in wetlands have head errors less than 0.5 ft. Sensitivity analyses 
(see Chapter 4) have been done for most of the wetland parameters.    

Comment / Question 56: The text states that "[f]lows can be routed from upstream to 
downstream basins." In the case of the Diversion Package does the definition of "routed" 
simply mean that water can be moved instantaneously through the grid, or does it mean 
that water is actually routed in the transient hydraulic flow sense through the grid? 

Response 56: The Diversion Package moves water instantaneously through the grid; 
however, the water applied from the Diversion Package to the Wetland Package cells is 
routed “in the transient hydraulic flow sense” by the Wetland Package. 
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Comment / Question 57: How are reduced pumping rates determined when the 
Trigger Package is invoked? Does the model iterate to find the maximum pumping rate 
that just eliminates the violation? In Trigger package, please explain why, if a violation 
occurs, the previous stress period’s pumpage used instead of some new converged value?  
How are individual well pumping rates determined when the Trigger Package is invoked 
due to multiple production wells causing the violation? 

1 
2 
3 
4 
5 
6 

7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

Response 57: The Trigger Package is not used in the calibrated model; it is used only 
for predictive applications. The trigger module works according to zones, which are user-
specified rectangles.  In each zone there are trigger cells. If the head (or drawdown) in a 
trigger cell at the end of a stress period is lower than a standard, which is user-specified, 
the program looks for each well in the zone and reduces the pumpage for the next stress 
period by a fraction specified in the input data. No, the model does not iterate to find the 
maximum pumping rate therefore the previous pumpage value must be used to calculate 
the reduction in pumpage. The individual well pumping rates are determined by the zones 
and pre-specified trigger levels as discussed above and in Chapter 3, pages 79-80. The 
following figure shows the trigger zones and the trigger wells. 
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Comment / Question 58: If the UGEN (utility generation) package generates new 
input flow rates on the fly, is some iteration occurring and coordinated with MODFLOW 
flow simulation iterations to cause convergence within a stress period? A related question 
is what is the time delay between noticing a condition and implementing a change in 
management? 
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Response 58: The UGEN Package is a utility package that was created to save time 
during model execution and space when setting up MODFLOW package data. This 
package is not part of the groundwater flow equation; there is no iteration process. 

Comment / Question 59: Output Control: The monthly summation of flows seems to 
imply that SFWMD doesn't look at these on a daily basis?  Is there no calibration to canal 
flows, diversions, etc where this is necessary? 

Response 59: Typically, the Output Summation Enhancement, which sums the daily 
flows to monthly flows, is used for the LECsR Model due to the output of large files (i.e., 
greater than 10 GB for the 15-year calibration run). MAS has calibrated to daily structure 
flows in the northern Palm Beach County area only. 

Comment / Question 60: Were the benefits of a variable spacing grid considered? Is 
there a way to accommodate the SFWMM model comparison to the LECsR model and 
still take advantage of larger cell dimensions to the west and a more refined grid to the 
east where there are greater changes in heads over much shorter distances? The rationale 
for maintaining a uniform grid to interface with the SFWMM seems somewhat less 
important than building a new model that is optimized to address the system dynamics. 

Response 60: The benefits were not considered due to the impact on time required to 
pre- and post-process model data. It was decided that the resolution of 704 ft by 704 ft is 
adequate for a subregional model in the urbanized areas. 

Comment / Question 61: Inverse distance weighting seems to be a rather crude 
approach to creating the model layer surface elevations given the recent advances in 
geostatistics, Gaussian simulation, and solid earth modeling. Were other interpolation 
methodologies evaluated and/or tested to determine if more representative layer surfaces 
could be produced? The geologic/stratigraphic control data appear to be sufficient to 
construct a solid earth model of the SAS. Such an investment would serve multiple 
purposes ranging from visualization of the model domain in 3D to providing the most 
accurate geometry of the geologic units upon which to base the model structure. 

Response 61: Please refer to Response 28.  The software, Viewlog was used to view 
the model layers in 3D. 

Comment / Question 62: Why wasn't the ground surface elevation established first 
with a high level of accuracy and then all the logs "hung" from it to produce layer 
elevations that did not have to be artificially adjusted? 
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Response 62: The ground surface elevations from the geologic control wells 
originated from surveys, so the elevations should be accurate at those points.  
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Comment / Question 63: It appears that the layer 1 thickness was artificially 
deepened to avoid drying of cells. This adjustment undermines the geological basis of the 
layering scheme and propagates the stratigraphic "error" downward through the model. 
How are these seemingly conflicting approaches to model layer development (i.e., 
stratigraphic basis vs. avoidance of cell drying) reconciled? 

Response 63: Please refer to the figures from Response 118. The most dramatic 
changes were made to small areas in the north and western model domain where the 
hydraulic conductivities are relatively low and similar to one another.   

Comment / Question 64: How is the pinching out of the lower permeability unit in 
Layer 2 to the east handled in the model? Is there an abrupt change in K and/or does the 
layer thin in this area, or both? 

Response 64: The lower permeability unit is included in layer 3. The paragraph was 
re-written as, “Layer 2 is set to “confined/unconfined” in the BCF package and represents 
the more productive units of the SAS and the Biscayne aquifer within the study area. This 
layer extends from about -10 feet to -142 feet NGVD. The bottom of this layer resides in 
the Biscayne aquifer. 

Comment / Question 65: Was there any attempt to verify that the "bulls eyes" seen 
throughout the plots of layer thickness are real versus an artifact of the inverse distance 
weighting interpolation scheme? 

Response 65: The thickness maps were revised and placed on Web board. There are 
still some bulls eyes due to IDW. 

Comment / Question 66: Hydraulic conductivities on the order of 75,000 ft/day seem 
only realistic for perhaps cavernous limestones which is not the case within the study 
area. Does the SFWMD believe that such ultra-high hydraulic conductivity values are 
representative of actual aquifer conditions within the SAS? Heath, 1983, Basic Ground-
Water Hydrology, pg. 13 suggests that 10,000 ft/day is an absolute upper bound on K in 
carbonate rocks.  

Response 66: The reported high hydraulic conductivity values reported from south 
Miami Dade County were obtained from specific capacity tests conducting in the area.  
Production wells in this area may be penetrating the Key Largo Formation which is a 
series of Quaternary marine reef systems which tend to be extremely productive.  These 
tests may be over predicting the hk values in this area because drawdowns are barely 
measurable.  Sensitivity analysis for this region indicates that calibration of the monitor 
wells in the region should not be adversely impacted if the hk was lowered.  We will 
investigate lowering the hk in the area to the 25,000 ft/day to 50,000 ft/day range to be 
consistent with other tests conducted in the area.   
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Comment / Question 67: The 70 to 75000 ft/d hydraulic conductivity zone in Dade 
County seems to be a rather abrupt change, going from in some cases 25000 ft/d to 
75000.  Although the tests this is based upon include 3 APTs, is it reasonable?  Is the K 
determination based primarily on the APTs or specific capacity tests?  Are you confident 
that the K can be extrapolated across the entire model layer? 
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7 
8 
9 

10 

Response 67: The values are consistent with the literature for the area, and the rocks 
are karstic, with the water moving through preferential flow paths rather than matrix 
permeability.   In the absence of the actual head difference data, the following is a range 
of possibilities for a range of possible head differences: 

 

 
k = n l^2 / ht : from Todd's Groundwater 
Hydrology 

      

travel 
time l n H K  

0.258 328 0.04 1 16680  

0.258 328 0.04 2 8340  

0.258 328 0.04 3 5560  

0.258 328 0.04 4 4170  

0.258 328 0.04 5 3336  

0.258 328 0.2 1 83398  

0.258 328 0.2 2 41699  

0.258 328 0.2 3 27799  

0.258 328 0.2 4 20850  

0.258 328 0.2 5 16680  

      

l = distance between the injection and recovery well  
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n= porosity     

H = head difference between injection and recovery well 

k = estimated hydraulic conductivity   

All units are feet & days    
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Head differences of 1 – 5 feet are based on our experiences with APT’s in the Broward 
county, where we pumped the Biscayne at 3,000 gpm and got less than 1/10 of a foot of 
drawdown at monitor wells 100 feet away.  The ‘monitor’ well in the tracer test was 328 
feet away, with a pumping rate of 7,900 gpm, so the H values given should be 
conservative.  The USGS estimated a porosity around 4% at the site, which is 
significantly lower than any literature value previously seen for the Biscayne, we have 
provided K estimates based both on that value, and a more typical value of around 20%.  
If porosities are in the 20% range, the K values used in the LECsR are probably are 
realistic.  If they are drastically lower, then the model values are too high. 

Our experience in Broward points out a problem with many APT’s run in the area we 
couldn’t get enough drawdown from the monitor well to do curve matching analysis. 

Comment / Question 68: What causes the circular patterns of hydraulic conductivity 
shown in the figure? Are they based on actual data or artifacts of the interpolation 
methodology? 

Response 68: They are artifacts of the interpolation methodology. 

Comment / Question 69: Why is the anisotropy set at 0.05 throughout the model 
domain if it is intended to represent just the Biscayne aquifer? If an anisotropy ratio of 
0.5 to 0.1 was reasonable from other studies, why isn't this smaller difference used in the 
model for layers not representing the Biscayne aquifer? 

Response 69: A constant value was chosen and the model is not sensitive to Vcont. 

Comment / Question 70: Please clarify. I infer that the base elevation of all Layer 1 
cells is 0 NGVD. This disagrees with what is implied in p75, Fig 43.  Also, it seems like 
it would be difficult to accurately predict ponded water depth if Layer 1 parameters are a 
combination of all materials above 0 NGVD. 

Response 70: The bottom of layer 1 is not a constant 0 ft, NGVD. Values were 
lowered only when values were greater than 0 ft, NGVD. 

Comment / Question 71: To address drying-rewetting problems, please explain why 
it would not be better to change the code to cause some Layer 1 minimum saturated 

34 



Document Title  Chapter Number: Chapter Title 

1 
2 

3 

4 
5 
6 

7 
8 

9 
10 
11 
12 

13 
14 
15 
16 
17 
18 

19 
20 
21 
22 
23 

24 
25 
26 
27 
28 

29 
30 
31 
32 
33 
34 
35 

36 
37 

thickness or minimum transmissivity rather than to set 0 NGVD as a bottom elevation of 
all wetland cells in layer 1. 

Response 71: Please refer to Response 70. 

Comment / Question 72: Please clarify how the Levees are represented in the model, 
and their relationship to the wetlands.   A close-up of the cells and boundaries should be 
shown. 

Response 72: The levee top elevations overwrite the topographic cell values. The 
levee elevations will bound the wetlands, but the levees still allow seepage interaction. 

Comment / Question 73: The use of the drain and river packages assumes a 
potentially infinite source/sink term.  How is flow tracked to and from these boundaries 
to assure that the flows are reasonable?  I am referring to global, local, and temporal 
domains. 

Response 73: MAS is aware of this potential problem. It is further complicated by 
lacking data. The northern Palm Beach County model domain has been calibrated for 
both heads and flows through structures. These flow budgets, which include seepage 
rates, are checked using the MULTIBUD program which shows the flow over time. MAS 
agrees that we should continue this process of checking canal seepage rates for the rest of 
the model domain. 

Comment / Question 74: The use of the river package implies that canal stages are 
pre-set (not calculated).  How are these specified, particularly with time?  I would have 
thought that canal stage is a function of precipitation (in addition to operational controls) 
and hence groundwater head dependent.  Maybe getting ahead of myself, but how will 
they be set for predictions? 

Response 74: During model development, stages for the River and Drain Packages 
are assigned using daily, historical data from the SFWMD’s hydrologic data base, 
DBHydro or permit information (e.g., stages for flood control, maintenance levels for wet 
and dry seasons). Spatially, the same stage is assigned to a canal reach according to the 
headwater (and less often, tailwater) elevation(s). 

Both the LECsR Model and the SFWMM uses the same 36-yr (i.e., 1965-2000) climatic 
conditions and Public Water Supply Well withdrawals for predictive applications. The 
SFWMM is primarily a surface water model where canal stages change in response to 
operations and precipitation. The SFWMM makes operational changes to the primary 
WMD canals and some secondary canals for a particular scenario. Canal stages from the 
regional model, SFWMM, for those canals which change on a daily basis for predictive 
scenarios are provided to the subregional model, LECsR. 

Comment / Question 75: How are streams represented? Please show which cells use 
which packages (rivers, drains, flows, culverts, streams, etc.). 
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Response 75: Please refer to Response 92. 1 

2 
3 
4 
5 

6 
7 

8 
9 

10 
11 
12 

13 
14 

15 
16 
17 

18 
19 

20 
21 
22 

23 
24 

25 
26 
27 
28 
29 

30 
31 
32 
33 
34 
35 

Comment / Question 76: The scaling factor (Eq. 5) appears to create unrealistically 
large vertical gradients per the layer head differences shown in Figure 69. Is this 
assessment correct and, if so, what are the implications for model accuracy near the tidal 
boundaries? 

Response 76: Figure 69 does not show heads. This scaling factor reduces flows in 
the bottom aquifer layer. Please refer to example on page 119, paragraph 2. 

Comment / Question 77: Please clarify how the topographic elevations were created, 
and assign a particular name to that set of values. For convenience and clarity, in the 
earlier section on data sources, you should assign a name to the particular set of values 
subsequently used for the topography in calibration. You should also explain precisely 
how the muck layer top and bottom elevations relate to the set of topographic elevations.  

Response 77: This will be clarified in the final report. The muck layer top elevation 
corresponds to land surface elevations generated from the DEM. 

Comment / Question 78: Please clarify what criteria were used to determine that the 
reported 3-simulation process of making 10 day transient simulations was adequate to 
reach steady-state conditions (as declared in sentence 2).  

Response 78: Qualitative criteria were used. It was observed that the heads did not 
change significantly at the end of the 3-simulation process. 

Comment / Question 79: Please indicate what day of the year is represented by the 
pseudo-steady heads developed as initial conditions for transient conditions, and justify 
its use 

Response 79: January 1, 1986 was used since the model starts on an average day in 
the dry season. 

Comment / Question 80: Please include flowcharts to show any differences in how 
ET and Recharge were handled during calibration versus how they should be handled 
during subsequent planning and management predictive simulations.  If there are no 
differences, then management changes will not affect ET and recharge rates utilized by 
the model. 

Response 80: The only difference in how ET and Recharge were handled during 
calibration versus how they should be handled during predictive simulations is that the 
land use is changed for the predictive simulations. A land use change may result in 
different ET and recharge rates due to changes in irrigated lands or pervious areas. The 
calculation procedure is the same. This procedure requires executing the ET-Recharge 
pre-processing program (Restrepo and Giddings 1994), which provides daily estimates of 
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the potential ET and recharge rates. These rates are inputs to MODFLOW’s ET and 
Recharge Packages.   

Comment / Question 81: This says the recharge and ET time series are based on land 
cover and soil types.  It does not mention site specific info such as depth of surface water 
or depth to water table.  Further clarification is needed in this section to explain how each 
cell's recharge and ET are pre-determined.  

Response 81: MAS will further clarify and revise this section. The ET and recharge 
rates that are pre-processed by the ET-Recharge Model (Restrepo and Giddings 1994) are 
applied to MODFLOW’s ET and Recharge Packages in every active model cell. The ET-
Recharge Model passes the ET deficit from the unsaturated zone (in areas that are not 
well-irrigated) to MODFLOW’s ET Package, which computes the actual ET from the 
saturated zone as a function of depth to the water table and extinction depth. 

Comment / Question 82: Please clarify whether ET and recharge are preprocessed 
and used as inputs only for the model Calibration. If this is also done during non-
calibration predictive simulations it could be problematic.  Please clarify how depth to 
water or depth of surface water is predetermined, and used to compute ET and recharge 
rates a priori for each cell.  

Response 82: Please refer to Responses 80 and 81. Depth to water or depth of 
surface water is not pre-determined in the ET-Recharge Model ((Restrepo and Giddings 
1994)). The ET-Recharge Model computes the unsaturated zone mass balance for a 
volume of control that depends on the crop type and growth stage of that crop.  

Comment / Question 83: This states that the ET and recharge values developed 
before calibration were held relatively constant in the model throughout calibration. 
Please identify any situations in which they were changed, and why they were changed. 

Response 83: The changes made to the ET and recharge rates are documented in 
Chapter 4, pages 139-140 and 163. 

Comment / Question 84: In the calibration results, please explain sensitivity of 
calibration predicted heads to the process of predetermining Recharge and ET and not 
allowing them to be affected by temporally variable management decisions. 

Response 84: Please refer to Chapter 4, page 190, which explains the sensitivity of 
the ET and recharge variables. 

Comment / Question 85: Does holding the moisture content between land surface 
and the water table constant, which ignores the capillary fringe, suggest that there is less 
moisture available for ET or more moisture available for ET than is actually the case? 
What is the effect of this assumption on model performance? 
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Response 85: In wetlands the unsaturated zone was not taken into account in order to 
mode the full mass balance in MODFLOW. In wetlands, rainfall equals recharge and the 
extinctions depths are approximately 6 feet to allow MODFLOW to compute a value 
close to the potential ET, since the unsaturated zone is shallow. This paragraph needs to 
be re-worded and clarified in the final documentation. 
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Comment / Question 86: Does setting the ET to the supplemental crop demand 
systematically underestimate the actual ET?  

Response 86: No, the actual ET will not be underestimated because in reality if the 
water is not available from precipitation or the saturated zone, the crop will become 
stressed and the actual ET will be lower than the potential ET. For a well-irrigated area 
the supplemental crop demand will be close to zero. In the case of the wetlands, the 
unsaturated zone is thin and the extinction depth is large enough to compute the actual 
ET close to the potential ET 

Comment / Question 87: Please clarify. Some text indicates that unsaturated zone 
water is consumed by plants. Other text says that it is assumed that moisture content in 
the unsaturated zone does not change.  Paragraph 3 implies that the MODFLOW ET 
package is employed. In a figure and/or table, please clearly indicate which cells use the 
MODFLOW ET package, and what parameters are used for that (extinction depth, etc.).  
In the same figure, please indicate which cells use the Restrepo package, etc.   

Response 87: Please refer to Responses 80 to 86 and the following summary. 

Model Package 

Type of Data Required for Active Model Cells 
*indicates data generated by UGEN pkg during 
model execution 
**indicates data used in AFSIRS-based pre-
processing program 

Layer(s) Using 
Data for 

Estimating Input 

Layer(s) Using 
Data As Direct 

Input 

ET and Recharge       
(fort.15 and fort.18) Rainfall data from gauges** 1   

  Rainfall data applied to Thiessen polygons** 1   
  Wet Marsh Crop Reference ET data** 1   

  
Wet Marsh Crop Reference ET data applied to 
Thiessen polygons** 1   

  Land Use** 1   
  Overland flow/runoff and SCS curve numbers** 1   

  
Florida soil series, textures, and available water 
capacity** 1   

  Crop water coefficients** 1   
  Topography 1   
  Irrigation efficiency** 1   
  Rooting depth** 1   
  Recharge rate   1 
  ET extinction depth   1 
  ET Surface Elevation   1 
  Potential ET rate   1 
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Comment / Question 88: Could you comment on the potential error introduced 
spatially by splitting a total reported Q among multiple wells?  Similarly, could you 
comment on the potential error of spreding a reported monthly pumping into equal daily 
increments?  This seems like a limiting factor in grid spacing and temporal discretization.  
I'm interested in the potential effect on calibration. 
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Response 88: It’s less important for small wellfields; it’s more important for larger 
wellfields, which are spread out. The volume is correct on a monthly basis, but the daily 
temporal distribution may have errors. Also, the distribution of the individual wells is 
partially known based on utilities’ determination of primary versus secondary wells. We 
would need daily pumping records which are not available during the calibration period. 
Currently, the B-List rules are in effect which require the permittee to meter individual 
pumping wells. Future modeling efforts will benefit greatly from this new data. 

Comment / Question 89: As public water supply represents only 1/3 of the water use, 
there needs to be more than 4 sentences of discussion on non-public water supply. 

Response 89: A more thorough discussion will be included in the final 
documentation. 

Comment / Question 90: Code Selection: I agree with the selection, however, you 
should bring up that it is capable of representing the conceptual model.  There might be 
questions as to why a more dynamic representation of surface water features, such as 
canals, was not used. 

Response 90: A statement will be added to Chapter 3, Computer Code Selection 
Section, stating that MODFLOW with the SFWMD source code is capable of 
representing the conceptual model. 

Comment / Question 91: Please clarify where Horizontal Flow Barrier package is 
used. Possibly it is never used for slurry walls in this study. 

Response 91: The Horizontal Flow Barrier (HFB) Package was not used in the 
calibrated model. Table 5 presents the packages that are part of the SFWMD’s source 
code. Since this section discusses computer code selection and the HFB Package could be 
activated in a simulation, this package is included. The HFB Package is sometimes used 
in predictive applications.  

Comment / Question 92: Please state where cells that use the different packages are 
identified. Also summarize how many cells, pairs, or groups use each of the different 
packages. 

Response 92: MAS will add a statement that indicates that the BCF, BAS, EVT and 
RCH Packages are applied to all active cells. The active WTL Package cells are 
illustrated in Figure 62. The GHB Package cells are shown in Figure 70.  The active cells 
from the RIV, DRN and WEL Packages are now shown in figures. The RDF and DIV 
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Packages’ source and sink areas have been shown conceptually in Figure 68, except for 
NPB. MAS will attempt to show these locations in the final documentation. Please refer 
to following table, which provides information on types of input data. 

1 
2 
3 

4  

Model Package 
Type of Data Required for Active Model Cells 

*indicates data generated by UGEN pkg during model execution
**indicates data used in AFSIRS-based pre-processing program 

Layer(s) Using 
Data for 

Estimating Input 

Layer(s) Using 
Data As Direct 

Input 
BAS       
(fort.1) Active Model Boundary   1,2,3 
  Intial Conditions   1,2,3 
BCF       

(fort.11) Horizontal Hydraulic Conductivity   1,2,3 

  Vertical Anisotropical Factor 1-2, 2-3  

  Storage Coefficient   2,3 
  Specific Yield   1 

  Elevation of Aquifer Bottom   1,2 
  Aquifer test data, lithologic descriptions 1,2,3   
  Vertical Conductance Coefficient 1-2, 2-3   
River       
(fort.14) Streambed Elevation   1 

  Streambed Conductance   1 

  Streambed Sediment Thickness 1   

  River Stage*   1 
  Canal profiles 1   
  Spatial coverage of canals   1 
  Topography 1   
ET and Recharge       
(fort.15 and fort.18) Rainfall data from gauges** 1   
  Rainfall data applied to Thiessen polygons** 1   
  Wet Marsh Crop Reference ET data** 1   

  
Wet Marsh Crop Reference ET data applied to 
Thiessen polygons** 1   
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  Land Use** 1   

  Overland flow/runoff and SCS curve numbers** 1   

  
Florida soil series, textures, and available water 
capacity** 1   

  Crop water coefficients** 1   
  Topography 1   

  Irrigation efficiency** 1   

  Rooting depth** 1   

  Recharge rate   1 

  ET extinction depth   1 

  ET Surface Elevation   1 

  Potential ET rate   1 
Diversion       

(fort.29) Locations of source and sink cells   1 

 Lower and upper head limits at source cells   1 

  Lower and upper head limits at sink cells   1 
  Weir elevation (if applicable)   1 
  Starting day of dry and wet season   1 
  Daily flow diversion data*   1 
Drain       

(fort.13) Drain elevation   1 
  Conductance between aquifer and drain   1 
General Head 
Boundary       
(fort.17) Head on the boundary*   1,2,3 

  
Hydraulic conductance between aquifer and GHB 
cell   1,2,3 

  Tidal data, SFWMD stages, USGS TIME stages   1,2,3 
  Initial heads 1   
  Equivalent freshwater head conversion* 1,2,3   
Reinjected Drainflow       

(fort.25) Location of source and sink cells   1 
 Conductance between aquifer and drain   1 
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  Upper head limits at source cells*   1 

  Lower head limit at sink cells*   1 
  Operational Schedules (if applicable)*   1 
Trigger       
(fort.26) Pumpage cutbacks by well type   1,2,3 
  Trigger cell heads for different cutback phases   1,2,3 

  Dry season and delay periods   1,2,3 
  Trigger zones and trigger cells   1,2,3 
  Historical Water Shortage Reports 1,2,3   
Multiple Wells       
(fort.12) PWS Well discharge/recharge rates   1,2,3 
  Well production zone depth (layer) 1,2,3 1,2,3 

  Wellfield distributions 1,2,3   
  Allocations for non-PWS consumptive use permits 1,2,3   
  Trigger well use type (ie. Urban, ag, golf, etc.)   1,2,3 
Wetlands       
(fort.24) Active Wetland Boundary   1 
 Land Use 1   
  Soil type 1   
  Muck horizontal hydraulic conductivity   1 
  Muck anisotropy ratio   1 
  Muck top elevation (topography)   1 

  
Anisotropic ratio in the model layer underlying the 
wetland   1 

  Capillary fringe   1 

  Kadlec conductance coefficients   1 
  Specific yield of muck/peat and surface water body   1 
  Kadlec alpha and beta   1 
Other data       
  Water levels for observation network (1986 to 2000)     
  Flow rate for selected gages (1986 to 2000)     
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Comment / Question 93: Cell types and calibration targets should be shown together. 1 
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Response 93: Please refer to Response 202. 

Comment / Question 94: The non-standard MODFLOW packages should be labeled 
as such, perhaps with the reference. 

Response 94: The table will be updated according to this comment. 

Comment / Question 95: How are the parameters alpha and Beta selected?  Are they 
calibrated or can they be assigned to specific classes of vegetation or areas? 

Response 95: Please refer to Response 54. 

Comment / Question 96: Does this package route water, such that the gradient is a 
computed as in MODFLOW (cell to cell)? 

Response 96: The Wetland Package does compute a gradient in MODFLOW (i.e., 
cell by cell flow) by simulating 2-D overland flow. Where the Wetland Package cells are 
active, the groundwater and surface water are integrated. 

Comment / Question 97: Why are source / sink sets in the Diversion Package defined 
based on particle travel times of one to two times the length of the time discretization? 
What does this mean? 

Response 97: This statement is a recommendation to the model user. When the 
Diversion Package is used in combination with the Wetland Package, the overland flow 
routing is done with the WTL Package. The particle travel times can help define the zone 
of influence where the diverted water should be extracted from the source or delivered to 
the sink area.  

Comment / Question 98: Clarify what happens to the proportion of pumped water 
that is above the assigned efficiency (such as the 10% of a 90% efficient pumping rate)? 

Response 98: If the efficiency is not 100 percent, the percentage above the specified 
efficiency is removed from the model domain. 

Comment / Question 99: Please identify, preferably in a table with figures, all 
different types of uses of this package, and clarify how it is used for each. Please clarify 
why the user must input qc if there are also rules that govern the flow (if the user must 
enter qc values that are based on historic or estimated flows, how are operating rules 
simultaneously used?). The only types of uses described represent pumping from surface 
water sources. 

Response 99: MAS will create a table of Diversion Package applications. Qc is a 
target that is associated with the capacity of the structure. 
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Comment / Question 100: Please clarify whether the proportion of water 
coming from all source cells in a group is fixed. 

1 
2 

3 
4 
5 

6 
7 

8 
9 

10 

11 
12 

13 

14 
15 
16 

17 
18 
19 
20 
21 
22 

23 

24 
25 
26 

27 
28 
29 
30 
31 

Response 100: The proportion of water coming from all source cells in a group is 
fixed for that stress period. If 100 cfs is removed from 10 source cells, 10 cfs will be 
removed from each of the cells. 

Comment / Question 101: Please clarify whether the proportion of water going 
to all sink cells in a group is fixed. 

Response 101: The proportion of water going into all sink cells in a group is fixed for 
that stress period. If 100 cfs is delivered to 10 sink cells, 10 cfs will be applied to each of 
the cells. 

Comment / Question 102: Is the deposition of water lagged by a timestep after 
removal or is it instantaneous? 

Response 102: It is instantaneous. 

Comment / Question 103: Later in the report, a figure with "flows" is shown 
(figure 64) and it is stated that this refers to the RDF and Diversion packages.  Why such 
a limited area and why this particular area? 

Response 103: The RDF and Diversion Packages were used to simulate the surface 
water flow through the canal structures and wetland areas in the watershed. This method 
was developed and applied to a specific project in order to quantify the flows that 
contribute to a river and its tributaries, which is a smaller sub-set of the model domain. 
The flows simulated in this manner are the ones shown in Figure 64. Please note that the 
other canals are modeled with the River and Drain Packages.  

Figure 68 shows the other areas where the RDF and Diversion Packages were used. 

Comment / Question 104: Does the RDF package use historical operational 
rules in the calibration?  Do they exist for the period of record?  Haven't the changed?  
How is this accounted for? 

Response 104: The RDF Package uses operational schedules which must be 
implemented in the model as daily stages. This package has the ability to change the 
schedule each stress period. Therefore, if the schedule changes halfway through the 
calibration period, the changes can be implemented. An example is presented below for 
the RDF Package; the stages are provided in the UGEN Package. 
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Comment / Question 105:  Is there always a pair wise set of cells for any 
diversion via the Diversion Package, or can one source cell provide water to multiple sink 
cells within the Diversion Package? If the latter is true, is this an ill-posed problem when 
the reverse condition is in effect where multiple sink cells divert water to a single source 
cell? How was the Diversion Package validated? 

Response 105: Yes, but it is one to many. The user should design the model to avoid 
the many to one situation. The Diversion Package can be set in one direction – not both 
directions. 

Comment / Question 106: Please graphically show the paired cells using the 
RDF package.   

Response 106: This graphic will be prepared by MAS before the end of the Peer 
Review process. 

Comment / Question 107: Please reword, especially to clarify what happens in 
the code if qc is specified, yet the head in the sink is below the specified maximum level.  
Does the model print the different between the input qc and the flow values actually 
simulated? 

Response 107: The model prints the difference between the input qc and the flow 
values actually simulated. 
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Comment / Question 108: Don't understand the statement "If the model is re-
calibrated, the trigger package must then be re-calibrated as well". 
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Response 108: The Trigger Package is not used during calibration – only in predictive 
applications. If the calibration changes, then the Trigger Package input was must re-
evaluated. 

Comment / Question 109: This package seems to be potentially dangerous if 
great care is not used in detecting when cutbacks have been initiated--hopefully there is 
detailed output that tells exactly what is being done? 

Response 109: There is detailed output that shows exactly where and what is being 
cutback. This is part of the Trigger calibration process, which occurs after model 
calibration. Please refer to Background Materials, Trigger Package Documentation to 
view the type of output produced. 

Comment / Question 110: UGEN: The 2nd file, the observation file, is field 
data, not modeled? 

Response 110: Correct. 

Comment / Question 111: Why is the SIP solver used when there are several 
more efficient and robust solvers now available for MODFLOW? 

Response 111: This SIP solver was selected, but we tried using the PCG also. We 
would like to compare the solutions from both solvers in the final documentation. 

Comment / Question 112: SIP: How often is HCLOSEMAX or NOSTOP 
invoked?  Has this had any negative effect on the mass balance? 

Response 112: With a closure criteria less than 0.005, the percent discrepancy is less 
than one percent the entire simulation.  With a closure criteria less than 0.001, the percent 
discrepancy is less than 0.1 percent the entire simulation; however, the computer time 
increases. When the maximum iterations are set to 150 and the closure criteria 0.005, 
HCLOSEMAX  is invoked approximately 10-20 times. 

Comment / Question 113: With only a limited number of observation 
locations, how are for example canal stages assigned to the entire model domain? 

Response 113: The observation locations presented in Figures 78 to 81 are used as 
calibration targets. The SFWMD’s hydrologic database, DBHydro contains a lot of 
information for the canal stages. 

Comment / Question 114: Here please mention that 3 model layers were 
selected to be used in the LECsR model. Table 8 contrasts 3 versus 4 layer model 
requirements. Currently, the 3 layer usage is not mentioned until page 88. 
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Response 114: The vertical discretization of the model layers is presented in the next 
section on page 88. The idea is to present the conceptual model, first, in Chapter 2 and 
then present the model design, second, in Chapter 3.  
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Comment / Question 115: Does "WMM" signify the coarse SFWMM 
properties? 

Response 115: Yes. 

Comment / Question 116: What is the "Operations" package? 

Response 116: “Operations” was referring to the RDF and Diversion Packages. The 
sentence was re-worded as, “Daily input data were available to construct the hydrologic 
packages (i.e., ET, Recharge, River, Drain, General Head Boundary, RDF and 
Diversions) and excluded pumping stresses.” 

Comment / Question 117: The per byte cost of disk storage has become very 
low over the past several years. Designing the model structure to minimize disk storage 
requirements seems rather limiting given the low cost of disk storage. 

Response 117: At the time of model development, the computer infrastructure for 
MAS was limited. When the Information Technology Department was re-structured, 
there was a change in policy and MAS worked with IT to develop a proof of concept for 
better infrastructure. 

Comment / Question 118: Could you give us an indication about how large an 
area required adjustment (# of cells, a graphic, etc)? 

Response 118: Figures are provided below.  
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Comment / Question 119: Why is the bottom of model above the bottom of the 
G-2330 log? 

Response 119: The cross section line does not cross exactly at G2330.  The number in 
prentices next to each well is the distance the line is in feet from the well.  At the well the 
depth of layer 3 is -162 NGVD.  One cell over the depth of layer 3 is -38 NGVD. 
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Comment / Question 120: At least two vertical model grid cross-sections 
(north-south, west-east) should be shown to complement the horizontal grid shown in 
Figure 46. 
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Response 120: This comment will be seriously considered. There are 5 cross-sections 
as shown in Figures 18 to 22. 

Comment / Question 121: "K" is usually reserved for hydraulic conductivity 
and "H" is reserved for hydraulic head. It seems unconventional to use "H" to signify 
hydraulic conductivity. 

Response 121: Point taken. MAS will standardize the variable definition. 

Comment / Question 122: The "1 - 3,530 ft/day" band of K covers the entire 
northern half of Layer 2 within the model domain. Would a logarithmic scale better show 
spatial variability in K in this area? 

Response 122: MAS can try using a different scale. 

Comment / Question 123: The discussion of Ss is inconsistent with what 
appears to have been done.  First a specific storage of 1e-5 is cited and said to have been 
used to determine S.  The equation then implies that a value of 5.01 e-5 was used. 

Response 123: Ss= Thickness of layer*5.0 e-5 

Comment / Question 124: What causes the circular patterns of Vcont shown in 
the figures? Are they based on actual data or artifacts of the interpolation methodology? 

Response 124: They are artifacts of the interpolation methodology. 

Comment / Question 125: What is the approximate error in assigning an 
average elevation across a cell--that is how much variability is there within a cell? 

Response 125: The variability across a cell will be greatly influenced by the 
resolution of the data and whether or not the data have been re-sampled. Table 1 shows 
that typically the data resolution ranges from 5 ft to 500 ft. In areas where LIDAR was 
used, the variation across a cell could be 10 ft, especially near the coastal ridge in North 
Palm Beach. 

Comment / Question 126: Why a sy of 0.9 for ponded water (isn't it really 
1.0)?  What is the basis for a difference in peat/muck sy ("mainly 0.3")? 

Response 126: The constant, 1.0 was not chosen since there is still vegetation in the 
ponded areas. In this model, 0.3 represents the sy in the muck and aquifer. 
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Comment / Question 127: Please clarify. Is the top elevation of muck the same 
as what would be the ground surface elevation in a modflow2000 implementation? 

1 
2 

3 

4 
5 

6 

7 
8 

9 
10 
11 
12 

13 
14 

15 

Response 127: Yes. 

Comment / Question 128: Can we see a graphic showing the areal distribution 
of Kadlec coefficient?  I am curious about spatial variability. 

Response 128: This graphic will be created. 

Comment / Question 129: How accurately were the depths of surface water 
predicted in wetlands cells during calibration? 

Response 129: Please refer to Appendix B which shows calibration plots of 
groundwater wells and surface water gages. Then, refer to Figures 78 to 81 to locate the 
groundwater wells and surface water gages. Groundwater wells are labeled with red dots; 
surface water gages are labeled with blue dots. 

Comment / Question 130: The density of canals, drains, and flows is quite 
high.  How many calibration target cells are shared by one of these features? 

Response 130: Please see the following table. 

Station 
Cell 
Type Station 

Cell 
Type 

PB1491 River G3621 River 
G968 River G3619 River 
KROME River G3620 River 
G3074 River PB685 River 
G1487 River PB1661 River 
PB1684 River PB1680 River 
G2034 River L30L67A River 
G2033 River L67A River 
G1316 River PB1662 Drain 
G1315 River PB561 Drain 
G2852 River PB689 Drain 
G3551 River G2739 Drain 
G3558 River PB1642 Drain 
G3559 River NP-35 GHB 

Comment / Question 131: What were the criteria for using RDF or Diversion 
Packages in favor of Rivers? 
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Response 131: This method was developed in response to a modeling request. The 
request required the model to be able to quantify flows and runoff to tributaries and 
canals rather than using the River package. 
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Comment / Question 132: How are "streams" and "culverts" handled within 
the various add-on packages? These features have not been previously discussed.  Is this 
truly the stream package, or is it equivalent to "flows" using RDF or Diversion?  A 
culvert category is shown.  How is this modeled?  Why the distinction?  
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Response 132: The figures will be modified to reflect that the canals labeled as class 
“Streams” are modeled with the River package. These cells behave more like surface 
water bodies.  We do not use the Stream package in the model.  The culverts are not 
modeled.  They will be taken out of the canal figures. 

Comment / Question 133: The use of the standard well package to remove 
water from the Grassy Water Preserve is because it goes to the WTP for treatment and 
then is distributed (consumptive use), right? 

Response 133: Yes, the water ends up in a water treatment plant and is then used for 
consumptive use. 

Comment / Question 134: Since the canals are surface features, why are they 
represented in all layers?  A divide would still be represented if the layers 2 and 3 cells 
were active.  Concern is that you are allowing too much flow. 

Response 134: If the aquifer is not under stress, the heads in layers 1, 2 and 3 will be 
very similar. This gives us the basis for using the same level for each layer. However, the 
conductance is computed using each layer’s hydraulic conductivity, which is low (e.g.,  

Comment / Question 135: How were conductances computed for the non-tidal 
areas? 

Response 135: The conductances in the non-tidal areas were computed using the 
MODFLOW equation for conductance, Cb, which is defined as: 

L
MWKC b

b =  24 
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Where Kb is the horizontal hydraulic conductivity in the general head cell, MW is the 
cross-sectional area of the general head cell (where the flow will pass through), and L is 
the distance between the head at the boundary and the head in the aquifer. 

Comment / Question 136: What is the basis for equation 5?  What is the 
typical amount of reduction? 

Response 136: Equation 5 was created to generalize the conductances regionally, so 
that individual cell changes were not made to the general head cells. It’s an 
approximation for vertical flow along the saltwater interface that will reduce the flow in 
the lower model layers where the density of saltwater is greater.  
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The pre-processing program for GHB’s was run with no correction to the conductance 
and compared to the Table 9, which contains the average corrected conductances. The 
average reduction in conductance (ft

1 
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3 
4 

2/day) for each section is shown in the following 
table. The positive values show reductions in most of the sections in the bottom layers. 

Model 
Layers 

Reduction 
(+) for 

Section 1 

Reduction 
(+) for 

Section 2 

Reduction 
(+) for 

Section 3 

Reduction 
(+) for 

Section 4 
1 -71 -6074 -12190 -8052 
2 3467 91352 -15028 3150 
3 38920 101879 9740 55853 

Comment / Question 137: Please explain why no equilibrium (steady state) 
simulation was run during the calibration just to see what the results would be. If one was 
run, briefly state what the results were, to justify no further use of steady-state runs. 
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Response 137: A steady-state simulation can not be done with the SFWMD’s version 
of MODFLOW. The add-on packages were not programmed to use the steady-state flag 
in the BCF Package; therefore a steady-state simulation was not executed. 

Comment / Question 138: Reword to state that initial heads for a pre-
calibration run were created by subtracting 2 feet from the ground surface elevation. 
Please clarify. Also, please explain and justify how initial layer 2 and 3 heads were 
prepared.   

Response 138: Initially layer 2 and 3 heads were developed like those in layer 1 – by 
subtracting from the topography. After the pseudo-steady-state runs were finished, the 
new heads for layers 1, 2 and 3 were used as the initial conditions. 

Comment / Question 139: What does "stretched to one standard deviation" 
mean? 

Response 139: This figure was produced in ESRI’s ArcMap. To symbolize the data, it 
was stretched instead of classified. Stretching results in a gradual change in categories. 

Comment / Question 140: “The Et and recharge values that were developed in 
this way were held relatively constant in the model throughout the calibrations process".  
You mean that the unsat zone model derived values were not changed in the MODFLOW 
model, not that they were constant, right? 

Response 140: Yes, the et and recharge rates entered in MODFLOW’s ET and 
Recharge Package are not constant. 

Comment / Question 141: Please reword. I assume that deep percolation is 
what percolates downward through the root zone, and that the deep percolation volume 
consists of anything above soil field capacity.  Clarify whether a time lag is used, or 
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whether any percolating water reaches the saturated zone in the same day that it departs 
the root zone. 

Response 141: This section will be clarified. 

Comment / Question 142: As in a previous comment, please summarize in a 
table and on a figure where different approaches for determining ET and Recharge are 
used, and, the ranges of parameter values used for those approaches. 

Response 142: This section will be clarified. Please refer to Responses 80 to 86. 

Comment / Question 143: I'm not sure I understand the ET implementation.  Is 
the MODFLOW ET package eventually used?   

Response 143: Yes, please refer to Responses 80 to 86. 

Comment / Question 144: Could we see a table or graphic showing ET 
extinction depths spatially? 

Response 144: MAS will create a figure. 

Comment / Question 145: Please clarify how frequently the step-wise post-
audit will be conducted, or what will determine the frequency. 

Response 145: This will be clarified in the final documentation. MAS expects this 
type of clarification will require a management decision. 

Comment / Question 146: It would be useful to clarify how one can download 
the LECsR model, and the graphics visualizer. 

Response 146: MAS will include a section on how model inputs and output can be 
viewed and downloaded. The LECsR Model and source code are in the public domain, 
other software that the model uses requires a license (e.g. ArcGIS and FORTRAN). 

Comment / Question 147: The flow rate variable is qc, but only q is shown in 
the upper figure (i.e., the subscript "c" is missing) and there is no qc shown in the lower 
figure, only the flow direction arrow. 

Response 147:  The Editorial Comments in Q147 – Q170 will be considered and 
typographical errors shall be corrected.  

Comment / Question 148: The cell size column should be moved to the third 
column from the left. If columns 1 and 2 are the numbers of WMM rows and columns, 
the column headings should state that.  

Response 148: This table will be re-formatted. 
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Comment / Question 149: Table 8 is not called out.  Moreover, it does not 
provide much usable information in its current state. 
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Response 149: MAS will review this table. The purpose of the table is to support our 
decision-making process when designing the model grid. 

Comment / Question 150: The discussion of the SFWMD computer system is 
interesting, probably necessary, but detracts from the discussion on spatial and temporal 
grid design.  Consider moving it. 

Response 150: MAS will seriously consider this comment. 

Comment / Question 151: Need to have color code in legend for model layers. 

Response 151: Legend for layers will be added. 

Comment / Question 152: The numbers in the legend (which are negative) 
appear to be elevations, not thickness. 

Response 152: These figures have been corrected and posted to the Web Board 

Comment / Question 153: Specific storage is the volume of water released 
from storage per unit change in head per unit volume of saturated formation, not unit 
change of aquifer as stated in the text. Further, specific storage has units of 1/L. What are 
the units for the specific storage shown here at 1X10-5? 

Response 153: The units are 1/ft for the constant 1x10-5. The following equation was 
used to calculate storativity. The units for storativity, S are dimensionless. 

bS 5100.5 −=  

Comment / Question 154: Figures 55 and 56 are the wrong figures. 

Response 154: Please refer to Response 152. 

Comment / Question 155: The parameter definitions for equation 2 include 
Kzc, which is not included in equation 2.  I think that the discussion refers to another 
Vcont equation in MODFLOW, which incorporates confining beds. 

Response 155: There was a typo. The sentence now reads, “where zu and zl are the 
thickness of the upper and lower layers (ft), Kzu and Kzl are the vertical hydraulic 
conductivities for the upper and lower layers (ft/day) and Kzc is the hydraulic 
conductivity for the confining unit.”  
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Comment / Question 156: Hydraulic conductivity is referenced as "K", but 
previously (page 98) hydraulic conductivity is referenced as "H". Hydraulic conductivity 
should be referenced as "K". 
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Response 156: Please refer to Response 121. 

Comment / Question 157: The discussion on selection of anisotropy is weak.  
An explanation related to geological factors would be more appropriate. 

Response 157: MAS will seriously consider this comment. 

Comment / Question 158: What is meant by "small (less than 50 acres) 
isolated wetlands were dissolved out of the active wetland boundary"?  Not included?  If 
so, this is probably a reasonable assumption as 50 acres is about 4 cells. 

Response 158: Yes, small (less than 50 acres) isolated wetlands were not included in 
the active wetland boundary. 

Comment / Question 159: Please show a representative cross-section of a row 
of cells that includes some wetland cells and levees. This should include top and bottom 
elevations, and representative conductances should be named.  

Response 159: MAS will seriously consider this comment. 

Comment / Question 160: "K" is used to represent the Kadlec coefficient here. 
This becomes confusing when "K" was previously used to represent hydraulic 
conductivity. 

Response 160: Please refer to Response 121. 

Comment / Question 161: Are the specific yield of the "surface water body" 
and the "wetland water body" referred to in the same sentence, the same thing? 

Response 161: No. 

Comment / Question 162: Line 11 refers to "hydraulic conductance" but the 
subject is Kadlec conductance. Is hydraulic conductance what is meant here? 

Response 162: Kadlec may be referred to as hydraulic conductance coefficient for 
overland flow. 

Comment / Question 163: Is the grid resolution coarser than the dense canal 
system shown in this figure? It may be useful to provide a higher resolution (blow-up) 
figure showing the grid structure and the assignment of the canal segments as rivers in 
the model. 
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Response 163: MAS will seriously consider this comment. 1 
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Comment / Question 164: There is no reference to Figure 68 in the text. The 
numbering scheme in Figure 68 needs to be explained. The figure needs a legend added 
to it. Without any discussion of the figure in the text, it is difficult to understand what 
information is being conveyed in this figure. 

Response 164: This figure will be revised and a discussion will ensue. 

Comment / Question 165: Leb is not defined at the point in the text where it is 
first introduced. 

Response 165: MAS will correct the placement of the definition. 

Comment / Question 166: Figure 69 is referenced in the text after Figure 70. 
The figure numbers should be reversed. 

Response 166: Figure numbering will be corrected. 

Comment / Question 167: What are the units of the data shown in Table 9? 

Response 167: The units are ft2/day. 

Comment / Question 168: Reword. ‘the user is prevented from executing a 
steady-state run’ seems inaccurate. MODFLOW will let one do it, even if it was only 
calibrated using transient runs. 

Response 168: Please refer to Response 137. 

Comment / Question 169: Please replace ‘for a length of time’ with ‘for 
sufficient time that heads become relatively steady’. 

Response 169: This sentence will be re-worded. 

Comment / Question 170: There is a previously referenced Equ. 5 on page 
119. Further, Equ. 6 is shown before Equ. 5 on page 126. 

Response 170: The equation numbering will be corrected. 

Comment / Question 171: I don't believe equation 7 is from MODFLOW 

Response 171: This equation is based on the MODFLOW equation for computing ET. 
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Comment / Question 172: "calibration was achieved primarily by adjusting 
parameters within pre-specified ranges to better match computed water levels and 
structure flows with the observed histrorical records"  I see no comparsion to structure 
flows (except figures 94-96).  Is the statement in the report inaccurate or did you just not 
report on it? 

Response 172: The model was primarily calibrated to surface water gages and 
groundwater wells.  Flows were only calibrated to monthly values for the three structures 
in North Palm Beach.  These include the C-18 West weir, structure G-92 and flows over 
the Lainhart Dam.  Flow calibration statistics will be added to the chapter. 

Comment / Question 173: The introductory statements seem to imply the 
hydraulic conductivity was adjusted as a part of the calibration process.  However, Table 
11 and the related discussion implies that Cghb, Ccanal, bcanal, Sywetlands/mck, 
Kwetlands were the primary parameters.  Exactly what parameters were modified as a 
result of calibration? 

Response 173: The above referenced parameters were the principle ones modified 
during the calibration procedure.  Hydraulic conductivity was not altered with the 
exception of the City of Fort Lauderdale wellfield (G-2395).  However, calibration for 
this well was not achieved yet.  The reason why hydraulic conductivities were not 
modified was that these models had previously been calibrated when they were county 
level models so we tried to preserve the properties for this parameter in the revised 
model. 

Comment / Question 174: This states that daily rainfall; ET, etc. are used as 
hydrological inputs. However the previous chapter indicates that the daily rates are inputs 
to algorithms that convert them into average values that are actually used in the 
calibration.  The calibration chapter needs to have clear summaries and flowcharts 
showing how all data is used, and assumptions. This will help a future user to identify 
model validity for other situations, and to know how to prepare data for those situations.  

Response 174: Summaries and flowcharts will be added to the final documentation 
clarifying how the data is used and with what assumptions. 

Comment / Question 175: This is a very impressive and complex modeling 
effort. Much very good work has been done, and the report contains much valuable 
information. However, a future model user would benefit from some Chapter 4 
reorganization, clarification, and summary. For example, to better know how well the 
model is functioning for particular purposes, it is important to see grids or maps 
simultaneously spatially locating: - all different types of model cells (cells that use 
different boundary conditions and flow packages),- heads or flows that are inputs to the 
model. - monitored and computed state variables, with special note of those for which 
accuracy is particularly important. - soft data that can be used to confirm reasonableness 
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of predictions (including extent and depth of ponding) - computed state variables that are 
undesirably inaccurate. Chapter 4 should be enhanced to systematically and spatially 
present such information. SFWMD should use that information to provide guidance to a 
future model user. 

Response 175: Chapter 4 will be revised and enhanced as requested but further 
discussion and direction from the Peer Review Panel is required.  

Maps of cell-based GHB, Rivers, Drains, Wells and Wetlands have been created. 
Observation network of groundwater wells and surface water gages have been added to 
these maps also. Soft calibration points were to these maps. Please refer to maps under 
Response 202.  

Additional graphics showing the mean error +/- 2.5 have been created. 

60 



Document Title  Chapter Number: Chapter Title 

#

#

#

#

##
######

###

#######

#

#

#

#

#

####

#

#

#

#

##
#

##

#

#####
####
#
[

####

####
####
####
#

##
#

#

###############
###
#
#
#
#
##
#####

####
##
##

###
###
##

G1074B  ME = -4.8

«
Lower East Coast

subRegional Model

Prepared by : MAPU
Date: 03/01/06
Map Doc.: obswells_06.mxd

0 5
Miles

A T L A N
T I C

  O
C

E A N

# Public Water Supply Wells

Canals

River cells

Drain Cells

Active Wetland Boundary

Mean Error (ft)[

1 

61 



 

#

#

#
#
#
#
#

#
#
#
#
##

#
#
#
#
#
#
#
#

#
#
#
#
#
#
#
#
#

#
#
#
#
#
#
#
#
#

#
#
#
#
#
#
#
#
#

#
#

#

#

#

#

#

#

#

#

#

##
#

###

#

#

#

#

# #

#

#

#
#

#
#
#
#
##
#

###

#

#

#
#

#
#
#
#
#
#

##
##

#
#

####

#
#### # ##

####

#

#

#
#

###
#

#

##
##

#
#
##

####
#

##

###

#
#
##

#

#

#

#
#

## ###
####

#

#

#

#
#
##
#
##### #

###
##
#
#
#

##

#

###
##

##

#

#

#
##

###

# #
#

#

#

#
# #
#
##

##
#
#
#
######

#
#

#
#

##

#

#

#

# ##

#
#

#

#

[

[
G2866  ME = 3.26

PB1491  ME = -2.6

«
Lower East Coast

subRegional Model

Prepared by : MAPU
Date: 03/01/06
Map Doc.: obswells_06.mxd

A T L A N
T I C

  O
C

E A N

Active Wetland Boundary

# Public Water Supply Wells

Mean Error (ft)[
River cells

Drain Cells

1 0 10.5 Miles

1 

2 

3 

 

 

 

62 



Document Title  Chapter Number: Chapter Title 

Comment / Question 176: Provide metrics to describe surface water head and 
flow calibration accuracy. 

1 
2 

3 
4 
5 

6 
7 

8 
9 

10 
11 
12 

13 
14 
15 
16 
17 
18 

19 
20 
21 

22 
23 
24 
25 

26 
27 
28 
29 
30 
31 
32 

33 
34 
35 
36 
37 

Response 176: This will be provided for the three structures previously discussed and 
a general comparison of surface water flow will also be conducted in other areas of the 
model domain. 

Comment / Question 177: Provide figures showing the spatial distribution of 
parameters used in sensitivity analysis. 

Response 177: A map will be provided which will highlight the main areas which 
were modified during the calibration process including the parameters changed. 

Comment / Question 178: Text states that during any calibration iteration if 
"significant improvement was observed" the model was permanently modified. What was 
considered "significant improvement"? What statistical tests were applied? 

Response 178: This was conducted on a qualitative basis.  Changes were made to the 
model and the statistics were generated for that particular simulation.  These statistics 
(ME, MAE and RMSE) were then compared to the “working calibrated model” to 
determine if the revision improved or worsen the model for each individual well.  If 
improvements were noted in the area where the changes were made without causing other 
areas to have there calibration impacted, then the changes were kept. 

Comment / Question 179: Why were "[n]o automated calibration tools" used 
in the calibration process, especially for fine tuning the model once the manual 
calibration was completed? 

Response 179: Automated calibration tools were not utilized at this time to refine the 
calibration because staff was unsure as to how long it would take to modify the tools to 
be able to handle the wetlands, diversions and other additional nonstandard MODFLOW 
packages utilized in the model development. 

Comment / Question 180: A stronger argument for the calibration target of +/- 
1.0 ft for 75% of the simulation period than "historically used" needs to be made. This 
target seems totally arbitrary. The calibration target(s) should be determined considering 
the intended purpose of the model, the legal/political implications of model predictions, 
the variety of anticipated model applications, the natural variability in input parameters, 
etc. Why is +/- 1.0 ft over 75% of the simulation time better or worse than, say, +/- 1.25 
ft for 80% of the simulation period? 

Response 180: The primary calibration criteria include the mean error, the absolute 
mean error and the root mean square error which is consistent with Anderson and 
Woessner (1992) and the ASTM standards.  The inclusion of the +/- 1.0 foot for 75 
percent of the time is more of a legacy criteria.  The previous county levels models 
utilized this calibration criteria as their primary target, therefore it was included in this 
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report to allow the user to compare LECsR calibration with the previous county level 
models even though the calibration period was significantly longer than the previous 
models.  The text will be modified to more accurately reflect the inclusion of these 
criteria in the document. 

Comment / Question 181: One way of evaluating calibration quality (the 
selected method) for a transient model is to compute a statistic for the duration of the 
calibration for each well and then plot these statistics spatially (average time, look 
spatially).  Another method is to compute a statistic for each time period and then plot 
these statistics versus time (average space, look temporally).  The first is good for looking 
at spatial bias, the second at temporal bias.  I believe it would be beneficial for the 
SFWMD to consider the 2nd method as well.  Of particular interest is the ability of the 
model to replicate wet and dry periods. It would be interesting to plot mean errors on 
Figures 85,86, and 87, showing average, wet, and dry conditions. 

Response 181: We agree and the mean errors will be included on figures 85, 86 and 
87. 

Comment / Question 182: A generic example of the calibration criteria, similar 
to the one provided in the accompanying worksheet in this spreadsheet (Calib Example), 
should be included as a table in the documentation to demonstrate the differences among 
the various criteria. 

Response 182: An example of the table will be included in the document. 

Comment / Question 183: Clarify whether ME is simulated – observed or the 
other way around. 

Response 183: ME, MAE and RMS is observed minus simulated and will be clarified 
in the text. 

Comment / Question 184: Please justify why no ponded water depth or 
elevation measurements are made and used to provide calibration targets. 

Response 184: There is some confusion in the way the calibration data was presented 
in the report.  Actually, there is roughly an equal amount of surface water gages and 
groundwater wells that were used in the calibration process.  The tables and text will be 
corrected to clarify this issue. 

Comment / Question 185: Please explain why no remote sensing data was 
used to determine the actual size and shape of areas of inundation, and why such was not 
compared with model calibration results. 

Response 185: Remote sensing was utilized in south Miami-Dade County, western 
Broward County (see figures 87 and 88), north Palm Beach and Martin Counties for 
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estimation of hydropatterns for wetlands were no staff gages or monitoring wells were 
utilized.  The “Soft Calibration” section will be enhanced to
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 include this information. 

Comment / Question 186: Philosophically, what is the meaning of the 
calibration targets? The calibration process in an optimization problem wherein one tries 
to minimize some function related to the quality of the history match of simulated values 
to observed values. The calibration targets serve as waypoints in the calibration process. 
Ultimately, the objective of the calibration exercise is to drive the statistical criteria to 
zero (or 100%), depending on the criteria. Therefore, rather than running the calibration 
exercise until the arbitrary targets are met (which they are not), why not run the 
calibration until either the resources available for the calibration exercise have been 
exhausted or no additional improvement in the history match can be achieved by any 
further reasonable manipulation of parameters? 

Response 186: We are in the process of doing what is suggested.  The targets were 
selected to bring the model to a reasonable point were should it get challenged it would 
be defensible from a calibration standpoint.   However, further refinement is presently 
ongoing to achieve a more robust calibration prior to finalizing the document.  Any 
improvements to the model will be included in the final report. 

Comment / Question 187: The ME criteria should be much less than the MAE 
since the ME has a canceling effect of highs and lows.  A 0.75 ft is much too high--
consider the effect it has on ET and whether wetlands are flooded or not. 

Response 187: For the global model statistics we agree and will modify the document 
to a 0.25 foot target.  However, on an individual well basis, this may not be the case.  If a 
well was randomly over predicting and under predicting then that may be the case.  
However, if a well is consistently over predicting or under predicting (which is generally 
the case) then the residual would be consistently positive or negative.   

Comment / Question 188: The value of "soft" calibration is underestimated. 
Soft calibration can be more meaningful and telling of the quality of the model in some 
cases than hard numerical calibration owing to the uncertainty in the observed data, 
different levels of support (geostatistical) of the observed data, time variance, etc. A 
section in the calibration chapter could be added that addresses the "soft" evidence to 
support the claim that the model is suitably calibrated. 

Response 188: A section will be added to the document which will address the “soft 
calibration” issue.   This will include the response in question 185 dealing with remote 
sensing, wetland types and estimated hydropatterns as well as the response in question 
221 which is a review of the flow fields. 

Comment / Question 189: It appears that the calibration is focused on 
matching transient water levels in wells.  Has any effort been made to match water levels 
or flows in canals?  Since canal stages seem to exert a strong control on groundwater 
levels, checking stage (where computed) and flows seems important. 
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Response 189: The model was initially calibrated to matching transient water levels in 
wells and surface water gages.  Only the C-18 canal was calibrated to both flows and 
canal stages because the majority of the remaining canals are prescribed in the input data 
sets.  The results from the C-18 canal will be incorporated into the calibration section of 
the document.  Also, please see discussion on Question 190. 
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Comment / Question 190: It appears that water Budget components have not 
been accounted for as a target.  A quantitative check where flows are available and a 
qualitative check elsewhere is critical. 

Response 190: Partial calibration to flows for the entire model domain has not been 
completed to date.  Based upon the number of questions concerning this issue we will 
include it in the documentation.   

Comment / Question 191: Was each model parameter set to its maximum and 
minimum value and an independent model run made? Was any consideration given to the 
interdependence of some model parameters on the model results? For example, lowering 
K while raising S in the same model run. 

Response 191: In the initial calibration of the model, several of the parameters were 
set to high and low values to understand the sensitivity of the model to varying 
parameters during the calibration process.  Specific parameters where maximum and 
minimum values were include the Kadlec number, specific yield for both the wetlands 
and none wetlands cells, thickness of the canal soils, and the hydraulic conductivity of the 
canal sediments.  Other parameters where not varied initially to their extreme including 
hydraulic conductivity and the topography because of the rapid change across the area.  
Also, during the calibration process we frequently modified two different parameters at 
the same time with the limitation that they were not in the same area of the model.  An 
example of this would be changing the wetland bottom in Everglades National Park and 
the ET extinction depth in north Palm Beach. 

Comment / Question 192: What type of earth material exhibits a hydraulic 
conductivity of 100,000 ft/day? 

Response 192: The 100,000 ft/day is for the muck layer in Shark River Slough in the 
Everglades National Park.  It was necessary to increase this in the slough to force more 
water towards Florida Bay.  This value was ultimately increased to 500,000 ft/day to 
adequately calibrate the surface water gages and wells in the slough (see question 201). 

Comment / Question 193: Revise this table. Minimum and Maximum Values 
disagree with the presented definitions. For example, for a minimum canal conductivity 
of 0.1, one estimates that the original conductivity was 10 (in other words 0.1 x 100).  
However, from the maximum value of 100, one estimates that the original conductivity 
was 1 (in other words 100/100). 

Response 193: The table was revised as requested. 
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Comment / Question 194: Please explain what ‘tolerance levels’ means. 1 
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Response 194: This should probably be reworded to Minimum and Maximum Values.  
Essentially, the tolerance level was the maximum amount of change that would be 
allowed for a particular parameter during the calibration process.  An example would be 
that if the minimum and maximum values for specific yield of the muck were between 
0.2 and 0.8 we would not allow the value to be exceeded in either direction when 
parameters were adjusted.  The only time that a parameter exceeded these levels was for 
the hydraulic conductivity of the Shark River Slough which was increased to 500,000 
ft/day (see question 201). 

Comment / Question 195: Please summarize calibration runs, results, and 
conclusions in a table. Different calibration runs should be numbered. The discussion 
should refer to the summary table and run numbers. Admittedly, such summarization 
might begin after some preliminary organizational calibration runs, and after all cell types 
are properly assigned. After all cell types are determined, runs to improve parameter 
values should be numbered. 

Response 195: A table will be generated which includes the modifications that were 
made after the preliminary calibration runs.  This table will include a summary of the 
results and the changes made to the model.  However, the table will include local 
identification areas which local stakeholders are familiar with but individuals not familiar 
with the area may not understand.  The table will include those runs were we were 
specifically identifying an area for improvement and not “what if” type runs. 

Comment / Question 196: Please show the location of all rivers and drain cells 
and groups of such cells for which parameters are common in a figure. If shown 
elsewhere in the report, it should again be cited here. 

Response 196: Figures have been placed in the document. 
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Comment / Question 197:   Please show the location of all wetlands cells and 
groups of such cells for which parameters are common in a figure. If shown elsewhere in 
the report, it should again be cited here. 
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Response 197: Figures will be placed in the documentation. 

Comment / Question 198: The location of all MODFLOW ET cells and groups 
of such cells for which parameters are common should be shown in a figure. If shown 
elsewhere in the report, it should again be cited here. 

Response 198: All active cells include potential ET, extinction depth and ET surface.  
MAS will cite Figures 61 and 74 and will create an extinction depth figure. 

Comment / Question 199: The location of all other types of specialized flow 
cells and groups of such cells for which parameters are common should be shown in a 
figure. If shown elsewhere in the report, it should again be cited here. 

Response 199: Diversion, GHB and RDF location maps may be placed in the 
document. 

Comment / Question 200: I'm a little concerned that canal conductance may be 
the single most important parameter, given the density of canals.  Can you show a 
graphic or discuss how much variability there was imparted on a cell-by-cell basis? 

Response 200: Maps of the sediment thickness and hydraulic conductivity of the 
sediments may be placed in the document.   A discussion of the variability observed will 
also be added. 

Comment / Question 201: Setting the hydraulic conductivity of layer 1 to 
500,000 ft/day seems extreme beyond reasonable. This rate is equivalent to 4 miles per 
hour. With the low relief and, therefore, flat gradient it is difficult to imagine that surface 
water flow could be this high. 

Response 201: The 500,000 ft/day value was used only in a deep water slough in 
Everglades National Park. The Wetlands Package does not represent the full dynamic 
equation.  

Comment / Question 202: Figure 78 indicates that in large areas of the model 
domain, particularly in the western half of the model, there are no observation wells or 
surface water gauges on which to base the quality of model calibration or to influence 
model calibration. How does the SFWMD address the non-uniform spatial distribution of 
model calibration target points? While the "global" criteria appear to be pretty well met, 
the spatial variability in target well and surface water gauge locations tends to beg the 
question of how well is the model really calibrated when there is fully half of the domain 
with no observed data on which to further judge the calibration. If the model is eventually 
used to address issues in these areas, will the SFWMD have the same level of confidence 
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in the model output as in areas where the calibration was pegged to a dense spatial 
distribution of observed measurements? In fact, overall the model could possibly be very 
sub-optimum (especially in the northern half of the domain) as it appears from Figure 78 
that nearly half of all calibration target wells and surface gauges are in Miami-Dade 
County. The model could be significantly spatially biased due to the lack of uniform 
spatial coverage of calibration targets. What would be the calibration results if an attempt 
was made to remove many of the calibration targets in the southern half of the model so 
that there was more uniform spatial coverage of target wells?  Could the overall quality 
of the model be improved by this exercise? 

Response 202: There are a number of additional wells that were not included in the 
formal calibration.  These include wells that are monitored with tape downs on a monthly 
or quarterly basis.  The quality of this data is reasonable for some wells and questionable 
for other wells.  Inclusion of these wells would greatly increase the number of 
observation wells in portions of Broward, Palm Beach and Martin Counties, particularly 
within the urban areas.  In addition several other surface water gages are available in the 
Water Conservation Areas which were overlooked in the original data gathering process.  
The District is hesitant about removing observation wells from the calibration process to 
attempt to achieve a more uniformed spatial coverage.  The addition of these monthly or 
quarterly wells would be more advantageous then the remove of the wells in Miami-Dade 
County.  However, this is a significant task and may require a fair amount of time to 
achieve.  Regarding the EAA, we do not believe there is a single Surficial aquifer 
monitoring well anywhere within the area.  The area is required to maintain Best 
Management Practices in order to minimize nutrient runoff.  They comply with this by 
managing the water table at specific levels below ground surface.  Perhaps a form of soft 
calibration can be utilized in this area by comparing water levels to the topography to 
understand the depth below ground surface and how well it compares to what the farms 
are operating the fields at. 
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Comment / Question 203: Question 203:  Please clarify what ‘Simulated 
Range’ means. Also, please clarify why the Proposed Target values of Table 10 differ 
from those of Table 12. 
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Response 203: The “Simulated Range” in Table 12 will be modified to read ‘Global 
Model Target Achieved’.  Table 12 is correct and table 10 will be modified to reflect this. 
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Comment / Question 204: Was there any attempt to identify what, in 
particular, may cause the serious departure of simulated to observed heads in a few of the 
wells? For example, G1074B and G2866 show significant error. Are these near well 
fields or some other influence that can be accounted to explain their peculiar behavior 
and thereby further strengthen the calibration by identifying outliers and the causes for 
their seemingly anomalous values? Can the prescribed (assumed) even distribution of Q 
throughout a well field account for some of the calibration error if, indeed, the production 
wells are not all pumping at the same rate and the field spans multiple grid cells? 

Response 204: This is exactly correct.  The majority of the wells that do not meet the 
calibration targets are located in the middle or immediately adjacent to a production well.  
The PWS withdrawals are only known on a monthly basis for the entire utility.  So not 
only is there an unknown for the distribution of pumpage within a wellfield but also the 
distribution between wellfields for that utility.  The District has recently recognized this 
and is requiring a more detailed monitoring of withdrawals from individual production 
wells.  However, these data was not collected during the simulation period.  These two 
particular wells are associated with two large users including Broward County Utilities 
and Miami-Dade Water and Sewer Authority.  A discussion of this issue will be 
incorporated into the document. 

Comment / Question 205: From Table 13 and previous text, I infer that the 
only quantified calibration targets for which statistics are generated are groundwater 
wells. Clarify whether this is correct. 

Response 205: This is incorrect and the table will be modified to reflect this issue.  
Approximately half of the observation points are groundwater wells and the other half are 
surface water gages.  The table will be broken out to reflect this and the graphics showing 
the location of the observation points will be modified to also reflect this.  

Comment / Question 206: Please clarify whether the surface water gages 
measure head or flow. Please describe how surface water gage data are used, and where 
head or flow accuracy is most important. How are they used in the calibration to 
determine model accuracy or to generate calibration statistics?   

Response 206: The surface water gages measure head.  The head at the surface water 
gage is generally the same as the aquifer do to the unconfined nature of the aquifer 
system and the high transmissivity.  There are several flow gages in the natural systems 
but no attempt was made to calibrate flow in the natural systems. 

Comment / Question 207:   There appears to be good agreement between 
observed stage and simulated stage except in a few cases. Were the major departures 
critically analyzed to determine what may have caused these significant simulation 
departures from the historical data? 
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Response 207: Yes, see response to question 204.  The majority of the wells that do 
not meet calibration criteria are located in the middle and adjacent to major PWS 
pumping wells where little data regarding daily groundwater withdrawals are known. 
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Comment / Question 208: Is there a specific area that could be identified that 
has undergone a significant anthropogenic change that could be used to prove that the 
model can accurately reproduce such a change to the system?  At present, it appears that 
the model can replicate regional changes due to climate, but can it; for example, replicate 
the effect of a new structure, wellfield, or operational plan? 

Response 208: There are several areas that can be evaluated to address this question.  
In the early 1992 some canal operational changes were introduced to the C-111 basin in 
an attempt to provide improved hydro-periods in the area and increase flows to Florida 
Bay   in 1997, the spoil bank on the south side of C-111 canal was removed south of S-
18C.  These two changes modified the hydroperiods in the region and can be noticed in 
well EVER3.  Another area of interest occurred in the northwest wellfield of Miami-Dade 
County.   Due to contamination of Miami-Dade’s eastern wellfields, the Miami-Dade 
Water and Sewer Authority relied heavily upon the northwest wellfield.  In the early 
1990’s air strippers were installed in the eastern wellfields which allowed for the 
utilization of these wellfields thereby reducing reliance upon the northwest wellfield. 
With the reduction in withdrawals from the northwest wellfield water levels responded 
and noticeable increases in water levels were observed at well G-3253.  A similar 
condition occurred in Pompano Beach which involved both a reduction in wellfield 
withdrawals plus the introduction of wastewater reuse in lakes along the saline interface.  
Well G-2147 is a monitor well located immediately east of Pompano Beach’s eastern 
wellfield.  In the 1980’s the eastern wellfield was used.  However during 1989-90 salt 
water intrusion became apparent in several monitoring wells along the coast.  In order to 
help stabilize the interface a portion of the wellfield withdrawals were increased out of 
the western wellfield and a series of lakes where installed east of the eastern wellfield.  
As a result, water levels rebounded in the eastern portions in 1990 as shown in well G-
2147. 

Comment / Question 209: The text states that the "volumetric budget is also a 
good indicator of whether the model results are reasonable." How is this assertion applied 
in a quantitative manner to the data presented in Table 14? How does Table 14 
demonstrate that the model results are reasonable, or not reasonable? 

Response 209: This section will be expanded based upon several comments received 
regarding the volumetric budget.   The table shows that the overall mass balance of the 
model at the end of the simulation is less than 0.01 percent.  Konikow (1978) suggested a 
water balance error of 0.1 percent to be acceptable while Anderson and Woessner (1992) 
consider 1% to be generally acceptable.    However, what is missing from this section is a 
transient look at the budgets over time.  This should provide a better understanding of the 
water balance on a daily stress period basis as possibly provide insight into how well the 
model is handling extreme events. 
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Comment / Question 210: The fact that the rivers are the largest sink and 
actually take more water than they supply is interesting.  Does this observation cast any 
doubt on the ability to pre-specify a canal stage? 
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Response 210: The pre-specified canal stages are based upon historical daily data 
gathered both upstream and downstream of the structures and reflect any drought or 
rainfall conditions. 

Comment / Question 211: On what basis does the SFWMD conclude that 
because the verification period is one-tenth the time length of the calibration period that 
the model appears to be robust? What us the reasoning behind doing a 1 yr verification 
period?  In one sense, it may be a conservative choice, because it is more "event based" 
than a longer period.  However, in another sense, is there too much history or inertia in 
the year following the calibration period that something is lost?  For example, would the 
model drift if a longer period were used?  Verification through 2005 seems like it would 
be possible, because I would think that the predictions would begin in 2006, not 2000. 

Response 211: The predictive scenarios envisioned for this model, at this time, 
general have a year 2000 base case condition or a year 2004 base case condition.  The 
year 2000 base case is for CERP runs and coincides with the release of the Central and 
South Florida comprehensive Review Study.  The 2004 base case are for legal 
requirements for the State of Florida dealing primarily with Minimum Flows and Levels 
and Initial Reservations.  We are presently in the process of increasing the verification 
period, or conducting a post audit, to bring the model up to present time.   This would 
allow real time operations of the model which is important during times of intense 
rainfall during hurricane season or drought events.   The late 1999-2000 period was also a 
period of a moderate drought event.  The ability to simulate this drought period 
reasonable well is an important issue to the District because permits are generally issued 
for protection to the user of up to a 1 in 10 year drought event. 

Comment / Question 212: Explain why there is significant error in those wells 
where it exists, by referring to Table 16 and Fig 101. 

Response 212: Two of these wells were addressed in question 204.  We will address 
the main outliers in the text 

Comment / Question 213: Please define how ‘difference’ is computed. 

Response 213: This is the mean absolute error for the calibration run at a well A 
minus the mean absolute error of the verification run at well A.  This will be included in 
the report. 

Comment / Question 214: Why wasn't the same period used for the calibration 
(January 1986 to September 1999) used for the sensitivity analysis instead of the shorter 
period January 1986 to December 1995 since the sensitivity runs are compared to the 
calibration results? 
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Response 214: The sensitivity runs were shorted for space and time considerations.  
However, care was taken in choosing the number of years for the sensitivity runs.  This 
period of time was considered acceptable because it includes both a 1 in 100 year prolong 
drought (1989-1990) and a considerable wet period in 1994-1995.   
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Comment / Question 215: This defines ‘residuals’ as the difference between 
simulated test head and calibrated head.  Please clarify. Is (residual = test head – 
calibrated head) or (residual=calibrated head – test head)? Also mention that this residual 
is different than the Residual positive valued percentage of page 134. 

Response 215: The residual = test head – calibration head.  Text will be added to the 
document to clarify this and not to confuse it with the calibration/verification sections. 

Comment / Question 216: Please report the accuracy of predicting all surface 
flows used in the calibration. Here, only flow in the C-18 canal is mentioned. Nowhere is 
found a list of all surface head and flow calibration locations. Please report all important 
surface flows that were not calibrated to. 

Response 216: The model will be pseudo calibrated to flows for individual sub-basins 
within the model domain, where data is available.  The only portion of the model 
calibrated to flows was the C-18 basin utilizing the wetland and diversion packages.  The 
remainder of the model utilized the standard drain and river packages.  Calibration to 
flows in these areas may require some modifications to the preprocessing of the recharge 
package to fully account for flows. 
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C-51Canal - LWDD - Hillsboro Canal
Combined Average Monthly Surface Water Flows
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Comment / Question 217: It is stated that an intent is for the model to predict 
surface water flow directions properly. Provide evidence that it did so. 

Response 217: We will provide evidence via the web board.  Please see figures 83 
through 85. 
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Comment / Question 218: Provide evidence of the model’s accuracy in 
predicting the effect on aquifer head due to pumping at locations not near a fixed head 
boundary condition, and not in the immediate cone of depression of a pumping well 
(present the error as a percentage of the total observed change due to that pumping).  This 
relates to a request to know where heads are relatively insensitive because of inputs (such 
as river stage). 
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Response 218: Please refer to Response 208. 

Comment / Question 219: Provide a map showing the spatial distribution of 
significant head and flow prediction errors, and explain why those errors are acceptable. 

Response 219: Figures 83, 84 and 85 will be modified to include the mean error for a 
typically average, wet and dry year.  Additional text will be added to the document to 
discuss the results 

Comment / Question 220: Were the results of the sensitivity analyses 
sufficient to suggest how the model could be better calibrated once the sensitivities to key 
parameters were determined? In other words, would another round of calibration 
simulations based on the knowledge gained from the sensitivity analyses improve the 
calibration? 

Response 220: We believe this is the case and are conducting the revised calibration 
prior to release of the model in July.  This revised calibration is designed to address the 
majority of the wells but to better refine the calibration particularly in the wells that have 
not met the target criteria. 

Comment / Question 221: Once the LECsR groundwater model was 
completed, why weren't a series of flow path analyses performed for each layer to 
demonstrate the general directions of groundwater flow and relative velocities. This type 
analysis lends itself to qualitative model calibration and also shows the overall behavior 
of the simulated groundwater system. 

Response 221: Flow vectors will be include in the document and discussed and 
included in the expansion of the soft calibration section. 

Comment / Question 222: Chapter should be renamed to include Calibration, 
Verification, and Sensitivity Analysis 

Response 222: Chapter title will be revised. 

Comment / Question 223: Clarify or summarize what significant changes 
occurred in surface water operations in September 1999.  Identify the report section at 
which the ramifications of these changes on the validity of the calibration will be 
discussed. 
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Response 223: The main changes in surface water operations occurred in the volume 
and distribution of water into Everglades National Park.  A discussion of this will be 
included in the documentation. 
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Comment / Question 224: "this process was repeated multiple times by slowly 
decreasing the minimum and maximum tolerances…"  Trying to hit a middle ground on 
the parameter extremes is generally not necessary in calibration unless the limits are very 
extreme. 

Response 224: Agreed, but we feel the approach resulted in a reasonably calibrated 
model. 

Comment / Question 225: Provide the MODFLOW convergence criteria used 
during simulations. 

Response 225: The convergence criteria were 0.001 ft and a sensitivity analysis was 
conducted on this.  The values ranged between 0.01 and 0.00001. A discussion will be 
added to the document. 

Comment / Question 226: Extensive rewording is needed, including the first 
sentence ‘The seven global model criteria should not be used to ensure a satisfactory 
calibration in the model.” Establish or report some percentages of the time that the 
criteria are met, and justify when they are not satisfied. Furthermore, explain that 
satisfying those criteria alone would not necessarily prove satisfactory calibration. For 
example, they do not include surface flow rates or heads, and depth of ponded surface 
water in wetland areas.     

Response 226: Agreed, a rewording of the paragraph with suggestions will be 
included. 

Comment / Question 227: How many discrete simulations comprised this 
initial calibration exercise? 

Response 227: There were approximate 15 main calibration changes with numerous 
other smaller runs to understand the behavior of the model to parameter changes. 

Comment / Question 228: Please define quantitatively the criteria used to state 
whether model results are sensitive to a particular parameter value. 

Response 228:  This will be clarified in the text.  The quantitative criteria used was if 
a positive change was noted in any of the for main calibration statistics for regions 
including a minimum of four well without having an adverse impact on surrounding 
wells, then it was considered as a candidate to improve the model calibration. 

Comment / Question 229: Please clarify what Global Model Calibration is as 
opposed to other model calibration. 
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Response 229: The Global Model Calibration is the calibration criteria applied to all 
the wells as opposed to a sing well series.  Because it is applying to all the wells, we 
would expect it to be more randomly distributed so tighter targets were employed.  This 
will be clarified in the document. 
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Comment / Question 230: The specified hydraulic conductivity of 500,000 ft/d 
for the shark River Slough seems high.  Are there other parameters that could perhaps 
account for the observed behavior? 

Response 230: Please refer to Response 201. 

Comment / Question 231: If a figure shows a ‘Global’ statistic, please state 
that in the figure title. It would be helpful to be more consistent in terminology usage.  

Response 231: Changes will be made in the document. 

Comment / Question 232: Clarify whether the ‘three secondary calibration 
statistics…’, refer to the ‘Individual observation well criteria’ of Table 10. 

Response 232: The three secondary calibration criteria are included in Table 10.  The 
table will be both reformatted and split out to allow the reader to understand which are 
the primary and which are the secondary calibration statistics. 

Comment / Question 233: Please clarify what S2 and S4 calibration statistics 
are. If you want to use that terminology, include it within the new table that combines 
current Tables 10 and 12. 

Response 233: This terminology was removed from the document but we did not 
catch these two.  They will be change to reflect terminology utilized in the document.  S2 
stood for statistical criteria number 2 which is now called STD in the document. 

Comment / Question 234: For all individual wells, please show, in a table, the 
maximum and minimum (range) of observed values, and the range of simulated values 
and range of differences.  

Response 234: I am not sure what this gets us.  The vast majority of the wells have the 
simulated values falling between the maximum and minimum historical values over 99 
percent of the time.  Suggest discussing in the text those few wells that did not perform 
well.  However, if recommended by the Peer Review Team it will be included as a 
separate table. 

Comment / Question 235: Show in figures the wells that have the largest 
positive and negative errors. Also show the localities where accuracy in prediction is 
most important. 

88 



Document Title  Chapter Number: Chapter Title 

Response 235: Generally speaking, everywhere in the model accuracy is important.  
That is because the project managers that are requesting the use of the tools have project 
spread throughout the model domain and have projects large enough that they could 
potential effect the entire area.  See question 219 regarding the first part of the question. 
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Comment / Question 236: The "bins" in this figure don't tell much.  Suggest 
<1.0, -0.99--0.75, -0.74--0.50, -0.49--0.25, -0.24-0.0 and positive counterparts. 

Response 236: This has been modified and placed in the text. 

Comment / Question 237: Clarify what model layer the target heads are in. If 
they are distributed through all 3 layers, please consider adding a column to show the 
model layer 

Response 237: A column will be added to specify which layer the well is in.  Also, as 
previously discussed, a better breakout of surface water gages versus groundwater wells 
will be done. 

Comment / Question 238: Is there any bias or difference between calibration 
statistics for what are considered surface water gages and groundwater wells? 

Response 238: There appears to be no significant bias between the surface water 
gages and the groundwater wells.  However, the wells that did not meet the target have 
different reasons depending upon if they are wetlands or groundwater wells.  Generally 
the wetland wells that did not meet the target are more impacted by a noticeable change 
in topography across one model cell were the groundwater wells that did not meet criteria 
are more affected by the proximity to a production well considering cell size.  

Comment / Question 239: The categories suggested on the web board should 
be used for these figures. 

Response 239: These figures have been revised accordingly. 

Comment / Question 240: A similar figure should be developed for MAE to 
evaluate magnitude of error. 

Response 240: These figures will be created. 

Comment / Question 241: How can inflows to WCAs include "outflows to the 
urban areas"? This seems contradictory. 

Response 241: In some areas where the inflow cells and outflow cells overlay a net 
value is used as input into the model.  This will be clarified in the document. 

Comment / Question 242: Figure xx is missing and is intended to show the 
simulated versus historical net flows for WCA 1 of Lake Okeechobee inflows minus 
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urban outflows.  This figure and other similar ones would be useful to assess the 
calibration.  How was this used in the calibration process? 

Response 242: This figure was inadvertently omitted and will be added to the 
document.  Flows from Lake Okeechobee into the Water Catchment Areas were 
calibrated based upon historical data. 

Comment / Question 243: Please comment on what these figures tell you. 

Response 243: Comments will be added to the final documentation. 

Comment / Question 244: Are flows over Lainhart Dam assumed to equate to 
flow in the Loxahatchee River? No hydrograph of Loxahatchee River flows is presented. 

Response 244: No, total flow to the Loxahatchee River is made up of other flow 
terms.  

Comment / Question 245: Please comment on what these figures tell you. 

Response 245: Figures 91 through 94 will be discussed in more detail in the 
document.  They most likely will be moved to a flow calibration section and include flow 
duration curves in the discussion. 

Comment / Question 246: Are you trying to make 2 points here?  Fig 98, that 
you don't know the exact distribution within wellfields. And Figs 99-101 that wells close 
to pumping wells aren't good targets? 

Response 246: Correct.  There are two issues here, first is when dealing with monitor 
wells adjacent to a major production well, a local scale model needs to be applied which 
includes knowing the daily distribution of pumpage for each individual production well.  
This is a limitation of the model due to lack of data regarding individual production well 
withdrawals.  The text will be clarified. 

Comment / Question 247: In general, it appears that the model does not hit the 
highs and lows (upper and lower 10 percentiles of the stage duration curves).  The 
implication of this is perhaps that the model cannot replicate the extremes in water levels.  
Has sensitivity or data analysis been performed to assess the cause and significance of 
this?  Possible causes in my view are: 1) too low a storage/specific yield, 2) monthly 
average modeled pumping quantities versus daily water level data. 

Response 247: A sensitivity analysis will be conducted to address this issue.  It is 
probably a combination of the monthly pumpage distribution in the model and rainfall. 

Comment / Question 248: The discussion of the volumetric budget should be 
expanded significantly.  The water budget information is at least as important as the 
heads.  Temporal variations should be discussed.   
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Response 248: The volumetric budget discussion will be expanded and include 
temporal variations as discussed in question 209. 
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Comment / Question 249: Mass balance is attained for the cumulative--how is 
it for individual stress periods? 

Response 249: The mass balance is similar between the daily stress periods and the 
cumulative.  An improved discussion of this will be incorporated into the text. 

Comment / Question 250: The relatively low well flows surprised me.  Half 
the size of head dependent flow discharge! 

Response 250: The well withdrawals are a combination of what was supplied to the 
District by the Utilities and what has been permitted by the District.  Please not that at 
least 50 percent of the active model domain is wetlands and also surface water users are 
not incorporated into the model (with the exception of the City of West Palm Beach) 
which includes the entire EAA. 

Comment / Question 251: The water budget implies approx 54 in yr average 
inflow across the model domain (from all sources: recharge, canals, etc) Does this seem 
high, especially since surface ET has already been taken out? 

Response 251: The average annual recharge rate as shown in Figure 72, page 125, 
may give an indication to this.  In the wetland areas, rainfall equals recharge, so with a 
large area of the model where this is happening recharge rates on the order of 60 inches 
are common.   However, in the urban areas, recharge rates are on the order of 10 – 25 
inches per year. 

Comment / Question 252: I'm a little concerned that many of the outputs for 
the budget do not have calibration targets (drains, rivers).  Is there any way of verifying 
that these numbers are reasonable? 

Response 252: Please refer to Response 216. 

Comment / Question 253: Text states that the verification period is 1999-2000. 
Table 15 states that the verification period is 1995-2000. 

Response 253: The variation period is 1999-2000 and will be corrected in the Table. 

Comment / Question 254: Please clarify what the verification and calibration 
ranges mean. 

Response 254: This should read the results of the global verification run and 
calibration run.  The table will be corrected. 
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Comment / Question 255: This says that Fig 100 reports the mean absolute 
error. However, Fig 101 says that it shows the mean error. Please correct one of them 
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Response 255: This is correct; Figure 100 is the mean absolute error while figure 101 
is the mean error.  Additional graphics will be providing similar to figure 101 which will 
show the aerial distribution of the mean absolute error.   

Comment / Question 256: Please clarify why there are four colors of dots 
representing the range 1-0 feet mean error. 

Response 256: This will be corrected. 

Comment / Question 257: Please clarify and discuss what Table 18 means. For 
example, assuming that residual = test head – calibration head, lowering the ET max rate 
should reduce ET, increasing aquifer test head to increase, and increasing the residual—a 
positive change (which it does). Also decreasing the recharge rate should decrease test 
head, reducing the residual (which it does). 

Response 257: A discussion of the results of Table 18 follows the table on pages 190 
through 194.  The paragraph discussion Table 18 will be improved to clarify this and 
present a generalize discussion on what to expect. 

Comment / Question 258: Please distinguish between urban and wetland 
wells. 

Response 258: This will be done. 

Comment / Question 259: Please identify how many of the target heads are in 
layers 1, 2 and 3.  

Response 259: This will be included. 

Comment / Question 260: Please change the titles to accurately reflect what is 
shown, and try to use terms from Calibration Statistics, or the residual used in Table 18. 
A possible title for Table 19 is: ‘Effect of Parameter Changes on Mean Error at Wetland 
Wells‘—if that is what you mean by Average Head Difference. In the tables, you have 
defined the x axis as standard deviation of simulated minus observed values—is that 
correct, and if so, which of the Calibration Statistics is that related to? If none of them, 
please revise to use a Calibration Statistic, or a change in a Calibration Statistic, or a 
change in average residual as in Table 18. 

Response 260: This will be corrected. 

Comment / Question 261: This states that sensitivity analysis employs mean 
head residuals, maximum head residuals, minimum head residuals, and standard 
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deviation of head residuals. These should be defined and mentioned along with 
calibration statistics in Chapter 4.  

Response 261: A definition of these will be including in the prior to the discussion of 
Table 18. 

Comment / Question 262: The LECsR groundwater model uses the wet marsh 
crop for PET reference but grass would be a better reference crop (page 19). Text here 
states that saw grass was used as the reference crop. Are saw grass and wet marsh crop 
synonymous? 

Response 262: Yes, saw grass and wet marsh are considered synonymous and wet 
marsh will be utilized in the document. 

Comment / Question 263: Figure 80, which is on page 150, shows only the 
observation network in the central model area. Text on page 133 does not reference the 
correct figure. 

Response 263: The text will be corrected to reference figures 78 through 81. 

Comment / Question 264: "…the primary indicators with STD, RES, and 
MIN/MAX as the secondary indicators.  STD, RES, and MIN/MAX have not yet been 
defined 

Response 264: The Chapter will be restructured so that these statistical indicators are 
defined in the beginning. 

Comment / Question 265: The 7 criteria need to be defined better.  For 
example what is RES or +/- 1.0 global?  Looks like they are defined in the next section.  
Need to re-arrange. 

Response 265: The chapter will be re-arranged. 

Comment / Question 266: Something is missing from the sentence that ends 
"is independent of the variability of well." 

Response 266: The sentence will be corrected. 

Comment / Question 267: If this section is only on groundwater head 
matching, please rename the title to clarify that. Otherwise, please add important non-
groundwater targets to the calibration effort. Provide criteria for evaluating surface water 
flow accuracy, although earlier it is stated that surface water flow prediction capability is 
a goal. 

Response 267: The section provides calibration targets for the groundwater heads and 
surface water stages, but does not address flow calibration targets. 
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Comment / Question 268: One example of many sentences needing rewording 
is, “The limitation of this criteria is that it is independent of the variability of well.”  
(Criteria is plural, criterion is singular.) 
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Response 268: The sentence will be corrected. 

Comment / Question 269: Define the individual statistics before defining the 
global statistics, or better define the global statistics. Currently one has to read the 
individual statistic descriptions in order to understand the global statistics, yet in the text 
the global statistics come first 

Response 269: The global statistics will be defined first. 

Comment / Question 270: RMSE is the square root of the average of the 
squared differences in measured and simulated heads, not the average of the squared 
differences. 

Response 270: The definition will be corrected. 

Comment / Question 271: Please combine these appropriately. 

Response 271: The tables will be combined. 

Comment / Question 272: Please replace ‘in a uniform manner’ with ‘in a 
methodical manner’. 

Response 272: The words will be replaced. 

Comment / Question 273: Canal hydraulic conductivity and Canal thickness of 
sediments are lumped into the single Conductance parameter.  Thus is appears that 
effectively less parameters were varied in calibration. 

Response 273: This is true. 

Comment / Question 274: Table needs to be better formatted for clarity. 

Response 274: Point taken. 

Comment / Question 275: No units are listed for hydraulic conductivity 
estimates for the canal sediments. Ft/day is assumed. 

Response 275: Units will de given. 

Comment / Question 276: The two sections dealing with wetlands package 
parameters should be next to each other.  
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Comment / Question 277: The adjustments to ET surfaces need to be 
quantified. 

Response 277: This will be done. 

Comment / Question 278: Please clarify whether this is a global statistic, and 
whether this shows the mean of comparisons for all target groundwater heads.  

Response 278: This is a global statistic that shows the mean of comparisons for all 
target groundwater heads. 

Comment / Question 279: Second bar from left should be labeled ’0.5 to –1.0’. 
The end bars should indicate that they include values lower than –1.0, and greater than 
greater than 1.0, respectively. 

Response 279: The figure will be corrected. 

Comment / Question 280: Mention what the greatest differences between 
modeled and observed values are, both positive and negative. 

Response 280: This suggestion will be included in the paragraph. 

Comment / Question 281: The figure would be more easily interpreted if the 
color scheme was graded red to green to red for high + to zero to high - error. As it 
currently exists it is deceiving because -1.9 to -1.5 looks the same as -2.9 to -2.5 which 
isn't that much different from 1.1 to 1.5. Grading the scale will also improve the ability to 
identify spatial trends. 

Response 281: This figure has been revised. 

Comment / Question 282: What is the purpose of including these figures in the 
documentation when there are no corresponding calibration data included in the figures? 
Are these figures observed, not simulated, data? If so, they may be more appropriately 
located in Chapter 2 that describes the attributes of the study area. 

Response 282: These figures show simulated data, which is used in the soft 
calibration process. 

Comment / Question 283: Figure XX is not in text. 

Response 283: The sentence with Figure XX was deleted. 

Comment / Question 284: Vertical scale appears to be "Elevation", not 
"Depth". Figures are too small to be effectively viewed. 
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Comment / Question 285: There is no discussion of the "redirected flow 
package" anywhere in the text to this page. There is a Diversion Package, a Reinjection 
Drainflow Package, and a Wetland Package. To which one does the "redirected flow 
package" statement refer? 

Response 285: It is the Reinjection Drainflow Package – not the redirected flow 
package. 

Comment / Question 286: It is difficult to tell where the Loxahatchee River is 
located in the figure. It should be bolded or shown in a different color to separate it from 
the other surface water features shown in the figure. 

Response 286: The figure will be re-formatted. 

Comment / Question 287: Please change the name so it is obvious that this 
figure refers to wells. Please also make it legible.  

Response 287: The figure will be re-formatted. 

Comment / Question 288: Needs to be re-writtern to be clearer.  A better 
figure 93 would help, which more clearly defines the features (canals). 

Response 288: MAS will review this section. 

Comment / Question 289: This line was left blank in the spreadsheet submitted 
by the Panel. 

Response 289: There is no comment, since the line was left blank. 

Comment / Question 290: All three figures need to be formatted to be the 
same size. The presentation of the daily simulation results as mean monthly values tends 
to smooth the results thus obscuring potentially significant deviations of simulated values 
from historical values. It appears, in general, that the simulation systematically 
underestimates the historical mean monthly flows at these structures. This suggests that 
the error is not random and there may be some underlying correctable cause for the error. 
Or, is the underestimation an artifact of the spatial averaging due to the nature of the 
finite-difference grid? 

Response 290: The figures will be re-formatted. The model is not capturing the peak 
flows. 

Comment / Question 291: These figures would be more properly referred to as 
"Well Hydrographs" versus "Stage Hydrographs”. The figures are too small to critically 
evaluate. If they are important to the discussion then they should be placed individually 
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on a page and rotated 90 degrees to maximize their size. The vertical scale must be 
"Elevation", not "Depth", due to the negative numbers on each scale. 

Response 291: The figures will be revised. 

Comment / Question 292: Table needs to be better formatted for clarity. 

Response 292: The table will be re-formatted. 

Comment / Question 293: Please change ‘run although the ‘ to ‘run and the’  

Response 293: This change will be done. 

Comment / Question 294: Describe what initial conditions were used for the 
verification era. 

Response 294: We added the verification data to the end of the calibrated model and 
ran from January 1, 1986 to December 31, 2000; therefore, the initial conditions from the 
calibrated model were used. 

Comment / Question 295: Some of the circles are larger than others. Is there 
any significance to this? The figure would be more easily interpreted if the color scheme 
was graded red to green to red for high + to zero to high - error. Grading the scale will 
also improve the ability to identify spatial trends. 

Response 295: This figure will be revised. 

Comment / Question 296: Referral to ASTM (2002) is not included in 
"References Cited". 

Response 296: This reference will be included. 

Comment / Question 297: Well G2866 has a ME value of 5.32 feet, which 
exceeds the 3-5 ft range shown in the figure for that well. Please change the legend of 
Figure 101 to show that it is 3-6, or make other appropriate change. 

Response 297: MAS will check the figure. 

Comment / Question 298: Please mention the range of extinction depths used 
during calibration, especially ramifications of the + 2 feet change used in the sensitivity 
analysis. 

Response 298: The ranges will be included in the final documentation. 
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Comment / Question 299: Text on page 180 states that the sensitivity results 
are based on 197 wells. The Table 18 caption states that the analysis is based on 193 
wells. Which is correct? 
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Response 299: 197 wells. 

Comment / Question 300: Reword sentence 2 so the meaning is clear. 

Response 300: It will be re-worded. 

Comment / Question 301: Please add a column to the right showing which 
model layers these wells are measured in (if all wells tap only layer 1, please state that). 

Response 301: A column will be added. 

Comment / Question 302: Please distinguish between urban and wetland 
wells. 

Response 302: MAS will seriously consider this comment. 

Comment / Question 303: Here, sensitivity analysis impacts are reported in 
terms of developed and wetlands areas. Cite the figure that clearly shows those areas. 

Response 303: Please refer to Figures 78 to 81. 

Comment / Question 304: Please clarify what initial condition information 
should be used to apply the model for planning purposes. 

Response 304: Since the simulations start in January (dry season), an average dry 
steady-state solution should be used. 

CHAPTER 5  

Comment / Question 305: There should be some explanation of how the model 
will be used to make predictions and a general assessment of its usability in this regard.  
This is perhaps a more critical part of the limitations. 

Response 305: A discussion will be included in the documentation 

Comment / Question 306: In particular, it sounds like SFWMD will input a 
past climate cycle into the model to make predictive runs.  This seems straightforward for 
precipitation and max ET.  However, how will canal stages, which I assume are not 
totally a function of precipitation, be input? 
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Response 306: Canal stages for those canals which change on a daily or weekly basis 
for predictive scenarios are usually provide to the subregional model from the regional 
model.  The regional model is primarily a surface water model where canal stages change 
in response to operations and precipitation. 
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Comment / Question 307: Provide guidance concerning future use. This 
includes acknowledging where and when error is most likely, and where results are most 
to be trusted. 

Response 307: This will be included in the document.  However, the implementation 
of numerous ideas and suggestions made by the peer review panel needs to be 
incorporated into the document and the model prior to this step. 

APPENDICES 

Comment / Question 308: Explain what are negative flow depths? Explain 
how to determine the significance of a 2 foot error. 

Response 308: These are labeled incorrectly; they are elevations in NGVD 29, ft. 

Comment / Question 309: Explain what seems to be a very significant error 
for g853. Observed were –1 depth, simulated were 3’ depth.  

Response 309: This observation well is close to a major wellfield. 

Comment / Question 310: Explain what seems to be a very significant error 
for G1074B. Observed were –10 depths, simulated were -1’ depth. 

Response 310: This observation well is close to a major wellfield. 

Comment / Question 311: Explain what seems to be a very significant error 
for G1260. Observed were 7 to -.75 feet. Predicted are 5 to 0 feet. Over 40% error.  

Response 311: This observation well is close to a major wellfield. 

Comment / Question 312: Title is not correct - "Hydrologic and Hydrologic 
Data" "hydrologic" appears twice. 

Response 312: This will be corrected. 

Comment / Question 313: "Table of Tables" needs to be formatted. 

Response 313: This list will be formatted. 
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Comment / Question 314: All stage hydrographs have the vertical scale 
labeled "Depth" when it appears that the vertical scale is "Elevation". The same error 
possibly also applies to the stage duration curves. 
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Response 314: The y-axis should be labeled as Elevation and does apply to the stage 
duration curves. 

Comment / Question 315: Hydrographs and Stage/Duration Curves: Is it depth 
or elevation? On the hydrographs, the simulated should be much more dominant and 
compared to the actual.  The +/- 1 ft bands should be more muted.  As it stands it is 
difficult to compare.  I assume that the stage duration curves are a 1 to 1 comparison such 
that the percent of time equaled or exceeded is based on the period of historical data 
(G3567 has less points than I7) 

Response 315: The Hydrographs and Stage/Duration Curves show elevation. MAS 
will seriously consider re-programming the graphics program according to these 
specifications. 

Comment / Question 316: Provide a table of contents 

Response 316: A table of contents will be provided. 

Comment / Question 317: Please summarize results in the text. –including 
error as a proportion of change. 

Response 317: The results from Appendix B were summarized in Chapter 4 in Table 
4. 

Comment / Question 318: Please state where to see the locations of structure 
1-7, and other reported structure flows. 

Response 318: Please refer to Chapter 4, Figures 78 to 81. 1-7 is a surface water 
gauge. 

Comment / Question 319: Clarify the time period used to develop these plots 

Response 319: These calibration plots are from January 1, 1986 through September 9, 
1999. The verification plots are from September 10, 1999 through December 31, 2000. 

Comment / Question 320: Explain what seems to be a very significant error 
for G2147.  

Response 320: This observation well is close to a major wellfield. 

Comment / Question 321: Explain what seems to be a very significant error 
for G2866. 
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Response 321: MAS will investigate the error and provide an explanation in the final 
documentation. 
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